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Exploring L2 Spoken Developmental Measures:
Which Linguistic Features Can Predict the Number of Words?

Yuichiro KOBAYASHI, Mariko ABE, and Yusuke KONDO
Abstract

One of the challenges for research in second language (L2) acquisition is finding
reliable indices to objectively measure language development. To this end, researchers
usually compare language learners of different proficiency levels through language
proficiency tests. However, these proficiency levels can vary because each proficiency
scale has different objectives and evaluation criteria. If the levels to be compared
change, the developmental indices identified in the comparison change accordingly.
Considering these issues, we seek to explore the effectiveness of criteria other than test
scores and proficiency levels. Statistically, word tokens can be an alternative measure
of spoken proficiency levels, as there is a high correlation between speaking proficiency
and the number of words used in L2 speech. In addition, word tokens can be measured
objectively and more consistently than proficiency levels. The number of words need
not be converted from test scores, as it can be directly calculated from learners’ spoken
performance. Given these advantages, the present study investigates the mechanism of
the increase in word tokens in L2 speaking. To do this, we counted the frequencies of
Biber’s (1988) 67 linguistic features in 832 L2 speech samples. Using these frequencies
as predictor variables for random forest regression analysis, the study identified the
features that contribute to an increase in the number of words. The results suggest that
(a) causative adverbial subordinators, (b) independent clause coordination, (c)
emphatics, (d) nouns, (e) prepositional phrases, and (f) present tense can best predict
language development. These six key features can be robust indices of spoken language
progress because they are frequently used in almost all speaking situations. The
findings of the current study also offer valuable new insights into the methodology of

L2 developmental studies.
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1. Introduction

Indices that effectively and objectively measure language development are of
notable challenge in the field of second language acquisition (SLA) research. To tackle
this challenge, researchers have compared various linguistic characteristics, such as
lexical diversity and syntactic complexity, extracted from performances by learners
with different proficiency levels (Crossley & McNamara, 2012; Diez-Bedmar & Pérez-
Paredes, 2020; Kyle et al., 2021; Kyle & Crossley, 2018; Lu, 2011; Tracy-Ventura et
al., 2021; Verspoor et al., 2021; Vyatkina, 2013). However, the estimated proficiency
levels based on the scores of different language tests can vary because different
language tests have different objectives and evaluation criteria. For example, in a
particular test, the number of grammatical errors is a good predictor of the estimated
proficiency levels; however, in another test, it can be a poor predictor of the proficiency
levels. Considering this issue, the effectiveness of criteria other than test scores and
proficiency levels must be explored.

Word tokens have shown promise as an alternative measure of spoken proficiency
levels. Statistically, there is a high correlation between speaking proficiency and the
number of words in second language (L2) speech (Kobayashi & Abe, 2016; Kobayashi
et al., 2018). In the initial stages of language acquisition, an increase in running words
in a limited amount of time can be one of the best indicators of language development.
In the later stages, the number of words can reflect syntactic complexity in L2 speech.
In other words, we can assume that word tokens are an objective and consistent
measurement of L2 speaking ability. In this study, we investigate the strength of word
tokens as a measuring tool with the aim of seeing how we can use it as a valuable

index.

2. Background

2.1 L2 Developmental Measures

Since the 1970s, SLA researchers have sought the best “yardstick” to measure L2
development (Larsen-Freeman, 1978). Traditionally, they have focused on the T-unit
(Hunt, 1970) and the average length of error-free T-units (Larsen-Freeman & Strom,

1977) as developmental indices for L2 writing. In line with these studies, Wolfe-
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Quintero et al. (1998) suggested that T-unit length, error-free T-unit length, and clause
length can be considered the best measures for fluency. Since then, a number of
developmental studies have investigated the dimensions of complexity, accuracy, and
fluency (CAF or CALF when lexis is seen as an independent domain), to assess the
quality of L2 speech and writing (Housen et al., 2012). While T-unit and CAF measures
have been widely used in SLA studies, the debate about their validity and universality
continues (Ortega, 2003; Norris & Ortega, 2009).

L2 developmental studies have greatly benefited from learner corpus research
(LCR). The availability of learner corpora enables language researchers to empirically
track the language acquisition process. Additionally, the development of natural
language processing technology has made it possible to analyze a broad range of
linguistic features as well as several types of language errors that occur in corpora. For
example, Garner and Crossley (2018) examined the growth of n-gram use in multiple
indices (frequency, association strength, proportion) in the spoken performance of L2
speakers over a period of four months; they subsequently demonstrated that the
frequency and proportion of bigrams were strongly related to the learners’ proficiency
levels. Kyle and Crossley (2018) compared traditional indices of syntactic complexity
(e.g., mean length of T-units), fine-grained indices of clausal complexity, and fine-
grained indices of phrasal complexity, and showed that fine-grained indices of phrasal
complexity were better predictors of L2 writing quality than the other two indices.
Diez-Bedmar and Pérez-Paredes (2020) analyzed noun phrase syntactic complexity in
L2 writing and suggested that nouns and modifiers and determiner + multiple
premodification + head can be used as indices of syntactic complexity. Meunier and
Littré (2013) tracked learners’ longitudinal progress in the acquisition of the English
tense and aspect system and reported that tense and aspect errors decrease over time.
Thewissen (2013) investigated more than 40 types of errors in essays written by
learners with different proficiency levels and indicated that there is a difference in the
error patterns between Bl and B2 levels of the Common European Framework of
Reference for Languages (CEFR). Other learner corpus studies have explored various
developmental indices, such as pragmalinguistic features (Miura, 2020) and
metadiscourse markers (Kobayashi, 2017), from the perspectives of pragmatics and
discourse analysis respectively. However, most studies on developmental indicators

have focused on L2 writing, with fewer based on L2 speaking.
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2.2 Biber’s Linguistic Features

The linguistic features used by Biber (1988) aid in providing a comprehensive
description of L2 speaking development. His selected set of linguistic features is
broadly used in corpus-based studies to explore various types of linguistic variation
(Conrad & Biber, 2001; Frignal, 2013; Sardinha & Pinto, 2014, 2019). This trend can
be applied to learner corpus studies to help in identifying linguistic features that can
predict the development of learners’ speech (Abe, 2014), and automatically assess L2
spoken performance (Kobayashi & Abe, 2016). In this study, 67 linguistic features from
Biber (1988) were used as variables to predict the increase of words in L2 spoken
performance. As Table 1 shows, these features can be classified into 16 major
grammatical categories: (a) tense and aspect markers, (b) place and time adverbials, (c)
pronouns and pro-verbs, (d) questions, (e¢) nominal forms, (f) passives, (g) stative
forms, (h) subordination, (i) prepositional phrases, adjectives, and adverbs, (j) lexical
specificity, (k) lexical classes, (1) modals, (m) specialized verb classes, (n) reduced
forms and dispreferred structures, (o) coordination, and (p) negation. Given the
diversity of linguistic features to be considered, high-dimensional statistical methods
that can handle a large number of variables and identify a smaller number of important

variables among many features are needed.

Table 1. The 67 linguistic features from Biber (1988)

A. Tense and aspect markers

1. past tense (VBD), 2. perfect aspect (PEAS), 3. present tense (VPRT)

B. Place and time adverbials

4. place adverbials (PLACE), 5. time adverbials (TIME)

C. Pronouns and pro-verbs

6. first person pronouns (FPP1), 7. second person pronouns (SPP2), 8. third person personal
pronouns (excluding i) (TPP3), 9. pronoun it (PIT), 10. demonstrative pronouns (DEMP), 11.
indefinite pronouns (INPR), 12. pro-verb do (PROD)

D. Questions

13. direct WH-questions (WHQU)

E. Nominal forms

14. nominalizations (ending in -tion, -ment, -ness, -ity) (NOMZ), 15. gerunds (GER), 16. total
other nouns (NN)

F. Passives

17. agentless passives (PASS), 18. by-passives (BYPA)

G. Stative forms

19. be as main verb (BEMA), 20. existential there (EX)

H. Subordination features
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21. that verb complements (THVC), 22. that adjective complements (THAC), 23. WH clauses
(WHCL), 24. infinitives (fo-clause) (TO), 25. present participial clauses (PRESP), 26. past
participial clauses (PASTP), 27. past participial WHIZ deletion relatives (WZPAST), 28.
present participial WHIZ deletion relatives (WZPRES), 29. that relative clauses on subject
position (TSUB), 30. that relative clauses on object position (TOBJ), 31. WH relatives on
subject position (WHSUB), 32. WH relatives on object position (WHOBJ), 33. pied-piping
relative clauses (PIRE), 34. sentence relatives (SERE), 35. causative adverbial subordinators
(because) (CAUS), 36. concessive adverbial subordinators (although, though) (CONC), 37.
conditional adverbial subordinators (if; unless) (COND), 38. other adverbial subordinators
(OSUB)

1. Prepositional phrases, adjectives, and adverbs

39. total prepositional phrases (PIN), 40. attributive adjectives (JJ), 41. predicative adjectives
(PRED), 42. total adverbs (RB)

J. Lexical specificity

43. type/token ratio (TTR), 44. mean word length (AWL)

K. Lexical classes

45. conjuncts (CONJ), 46. downtoners (DWNT), 47. hedges (HDG), 48. amplifiers (AMP),
49. emphatics (EMPH), 50. discourse particles (DPAR), 51. demonstratives (DEMO)

L. Modals

52. possibility modals (POMD), 53. necessity modals (NEMD), 54. predictive modals
(PRMD)

M. Specialized verb classes

55. public verbs (PUBYV), 56. private verbs (PRIV), 57. suasive verbs (SUAV), 58. seem and
appear (SMP)

N. Reduced forms and dispreferred structures

59. contractions (CONT), 60. subordinator that deletion (THATD), 61. stranded prepositions
(STPR), 62. split infinitives (SPIN), 63. split auxiliaries (SPAU)

0. Coordination

64. phrasal coordination (PHC), 65. independent clause coordination (ANDC)

P. Negation

66. syntactic negation (SYNE), 67. analytic negation (XX0)

Note. The abbreviations given in parentheses are the tags used in the Multidimensional Analysis Tagger
(Nini, 2019).

2.3 Multifactorial Regression Analysis

A new methodological trend in LCR is multifactorial regression analysis (Gries,
2015; Gries & Deshors, 2014, 2021; Gries & Wulff, 2013; Wulff & Gries, 2015, 2019,
2021). In this statistical method, multiple variables (e.g., linguistic features, language
errors) can be used to determine the behavior of a response (e.g., proficiency levels,
word tokens). Moreover, it can evaluate the strength of association between the
predictors and response in the context of statistical significance tests (e.g., -test, Wald
test). Thus, it allows us to simultaneously assess the multiple factors involved in

language development without repeating mono-factorial tests. Multifactorial regression
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analysis can be broadly divided into linear and nonlinear models, depending on the
types of fitting methods. Linear models presuppose a linear relationship between
predictor and response variables, while nonlinear models formulate various nonlinear
relationships between predictor and response variables in cases where a linear
relationship cannot be assumed. While linear models have one basic form (i.e.,
response = constant + parameter * predictor + ... + parameter * predictor), nonlinear
models can take many different forms. In the SLA context, the language development
process is not linear (Murakami, 2016). Specifically, in U-shaped development, the
learners’ accuracy is high in the beginning, but it drops temporarily before increasing
again. In addition, in power-law development, the decrement in error becomes
gradually smaller as the learner’s proficiency increases. With the awareness of the
nonlinearity in SLA, Murakami (2016) applied generalized additive mixed models to
investigate the nonlinear patterns of the L2 accuracy development in English
grammatical morphemes. Verspoor et al. (2021) also utilized generalized additive
models to examine the nonlinear development in the mean length of T-units and the
Guiraud index.

Random forest (Breiman, 2001) is one of the most powerful multifactorial
techniques for analyzing such nonlinear developmental patterns. The method is an
ensemble learning technique that operates by constructing a large collection of
regression trees. The regression tree model is a nonlinear regression technique that
visualizes a sequence of data classification in the form of a flowchart-like diagram
(Breiman et al., 1984). In the random forest model, the ensemble of regression trees
(the forest) is generated using the ensemble learning technique, to yield better
predictive performance than can possibly be obtained from any of the constituent tree
models. The bagging ensemble learning algorithm (Breiman, 1994) is widely used to
synthesize multiple tree models. It generates a number of datasets using a bootstrap
sampling technique, and then constructs multiple regression models based on each
bootstrap sample. Following these steps, the random forest model calculates the
average of the predictions of every single regression tree to make a final prediction. By
combining regression tree and bagging ensemble learning techniques, the random
forest model generally achieves higher levels of predictions than other machine
learning techniques (Chen et al., 2020). This model can also handle thousands of

predictor variables in a statistically efficient manner (e.g., bootstrap sampling, feature
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sampling), as it is more robust to multicollinearity than linear regression and several
other regression models. Moreover, this model can compute variable importance scores
to measure the impact of each predictor variable on the alternation, given all other
predictors. Because of these advantages, random forest is regarded as a useful tool for
the identification of L2 developmental indices.

The use of random forest models has been increasing in the field of corpus
linguistics. For instance, Tono (2013) applied this technique to investigate several types
of language errors that occur in L2 writing and found that the omission errors of have
and want are the two most important predictors of English proficiency levels.
Additionally, Kobayashi and Abe (2016) predicted the quality of L2 speech using
random forest and showed that word tokens and types are the best predictors of
speaking proficiency. In addition to these learner corpus studies, random forest has
been utilized for studies in language usage, such as verb-object-particle vs. verb-
particle-object alternation (Deshors, 2019), and the choice between the progressive and

simple aspects (Hundt et al., 2020).

3. Purpose of the Study

As mentioned above, word tokens can be an alternative measure of L2 speaking
proficiency from a statistical perspective. Therefore, adequate predictors of word tokens
in learners’ spoken performance can help SLA researchers in understanding proficiency.
Against this background, the present study aimed to investigate the mechanism of the
increase in word tokens in L2 speaking. The research questions (RQ) that drive this

article are as follows:

RQ 1: How highly correlated is the number of words with L2 speaking
proficiency?
RQ 2: Which linguistic features can contribute to an increase in the number of

words in L2 speech?

By pursuing RQ 1, this study validates the effectiveness of the number of words as
developmental measure for L2 speaking. In addition, the answer to RQ 2 can contribute

to L2 speaking assessment including automated speech scoring.
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4. Methods

4.1 Corpus

The spoken data utilized in this study were extracted from the Longitudinal
Corpus of L2 Spoken English (LOCSE; Abe & Kondo, 2019). LOCSE was designed to
describe L2 developmental patterns, not only at the group level, but also at the
individual level. The speech samples were collected from upper-secondary school
students. They were public senior high school students aged 15 years at the beginning
of data collection. The students spoke Japanese as their mother tongue and had no long-
term experience in English-speaking countries. Additionally, they were studying the
target language under a similar learning setting and had limited opportunities to speak
the target language inside and outside the classroom.

The students were asked to take a monologue speaking test, the Telephone
Standard Speaking Test (TSST), which consists of multiple tasks (e.g., description,
comparison, reasoning). Their utterances were compiled to create the corpus data. The
automated telephone-based English-speaking test consists of ten recorded questions,
and test-takers were required to respond to each question in 45 seconds without any
planning time or use of reference material. Three certified raters gave a holistic score to
each speech sample, based on various criteria such as function-based ability, sentence
structure, accuracy, and content. The test scores were divided into nine levels, ranging
from level 1 (novice) to level 9 (advanced).

The speech samples collected in the test were transcribed by four trained
transcribers using automated speech recognition technology (IBM Watson Speech-to-
Text). For the transcription, the XML format was chosen for the interchangeability of
the resource, and the annotation schema of [zumi et al. (2004) was used for comparison
with other learner corpora (e.g., the NICT-JLE Corpus, Konan-JIEM Learner Corpus,
KIT Speaking Test Corpus).

This study analyzed speech samples from 104 students (47 boys and 57 girls)
who had taken all eight speaking tests, making a total of 832 samples. However, this
study did not make use of longitudinal information of this learner corpus. Table 2
summarizes the numbers and percentages of speech samples and words for each
speaking proficiency level. As the table indicates, all learners were classified into TSST
levels 2—7, which correspond to the CEFR levels A1-B1. As mentioned, this study used
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the number of words as a criterion for assessing language development instead of
proficiency levels (for an approach that uses proficiency as a criterion, refer to
Kobayashi et al., 2018; for the longitudinal analysis of the LOCSE data, refer to Abe &
Kondo, 2019).

Table 2. The numbers of speech samples and words in the LOCSE

TSST level Number of speech samples Number of words
2 8 (0.96%) 762 (0.21%)
3 204 (24.52%) 63,313 (17.07%)
4 468 (56.25%) 207,654 (55.99%)
5 122 (14.66%) 75,836 (20.45%)
6 27 (3.25%) 20,835 (5.62%)
7 3 (0.36%) 2,485 (0.67%)
Total 832 (100.00%) 370,885 (100.00%)

4.2 Text Preprocessing

Before analyzing the transcribed speech samples, text preprocessing was
conducted. Specifically, (a) fillers (e.g., ah, eh, umm), (b) Japanese words excluding
proper nouns (e.g., desu, kore, nandaro), (c) words that the transcribers could not easily
identify, (d) non-verbal phenomena (e.g., cough, laughter, sigh), (e) repetitions (e.g., he
he he), and (f) self-corrections of two words or less (e.g., [ [ don't like cats but I like I
like dogs) were deleted. By removing these utterances, we can count learners’ pruned
tokens without dysfluency markers. Furthermore, this preprocessing can increase the
accuracy of natural language processing, including part-of-speech tagging and syntactic

parsing.

4.3 Data Analysis

This study counted the frequencies of Biber’s (1988) linguistic features using the
Multidimensional Analysis Tagger (Nini, 2019) and used the frequencies for correlation
analysis and random forest regression analysis. All statistical analyses in this study
were conducted using R, a free software environment for statistical computing and
graphics (R Core Team, 2020). The randomForest package (Liaw & Wiener, 2002) was
used to perform the analysis. For other R techniques, including correlation analysis and

data visualization, this study mainly referred to Baayen (2008) and Levshina (2015).
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5. Results

5.1 Correlation Analysis

The current study begins by investigating the correlation between learners’ TSST
levels and word tokens using Spearman’s rank correlation coefficient. As a result,
speaking proficiency was found to be highly correlated with the number of words in L2
spoken performance (p = 0.73). This means that word tokens can function as an
alternative measure for TSST levels.

As a next step, we checked the correlations among Biber’s linguistic features
using Pearson’s product-moment correlation coefficient. Table 3 lists the 20 pairs with
the highest correlations. As the table shows, the highest correlation pair among features
is contraction (CONT) and analytic negation (XX0) (» = 0.76), followed by be as main
verb (BEMA) and predicative adjectives (PRED) (» = 0.69), and subordinator that
deletion (THATD) and private verbs (PRIV) (r = 0.64). According to the correlation
coefficients, the mean word length (AWL) in L2 speech increased with the number of
nouns (NN) (» = 0.42) and fell with the repetition of first-person pronouns (FPP1) (r =
—0.35). The type/token ratio (TTR) also decreased through the frequent use of first-

person pronouns (7 = —0.36).

Table 3. The 20 highest correlation pairs of linguistic features

Rank  Variable 1  Variable 2 r Rank  Variable 1  Variable 2 r
1 CONT XX0 0.76 11 BEMA PIT 0.34
2 BEMA PRED 0.69 12 PRED PIT 0.32
3 THATD PRIV 0.64 13 VPRT AMP 0.31
4 BEMA VPRT 0.45 14 PRED AMP 0.31
5 NN AWL 0.42 15 PHC NN 0.31
6 VPRT VBD —0.36 16 EMPH AMP —0.31
7 FPP1 TTR -0.36 17 FPP1 EMPH -0.31
8 VPRT PIN -0.36 18 PIN EMPH 0.31
9 FPP1 AWL -0.35 19 1 AWL 0.29
10 VPRT PRED 0.35 20 RB NN -0.29

5.2 Random Forest Regression Analysis
Given the high correlation of several of the pairs shown in Table 3, this study

performed a random forest regression analysis that is relatively robust to
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multicollinearity in the prediction. The random forest model used Biber’s linguistic
features as predictor variables and word tokens as the response variable. While running
the statistical algorithm, the hyperparameters of the model (e.g., the number of trees
and predictor variables randomly sampled as candidates for each tree) were tuned
through the funeRF function of the randomForest package. As a result of the tuning, the
model generated 500 trees using 22 variables each and explained 58.73% of the total
variance of the data.

The random forest model also estimated the importance of predictor variables
using the increased node impurity index (IncNodePurity). Figure 1 shows the top 30
important linguistic features in the prediction of learners’ word tokens. Variables that
could predict the number of words in L2 speech were, in order of strength, frequency of
causative adverbial subordinators (CAUS), independent clause coordination (ANDC),
emphatics (EMPH), nouns (NN), prepositional phrases (PIN), and present tense
(VPRT).
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Figure 1. Variable importance plot of the top 30 linguistic features
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Although there is no theoretical threshold that can be used to discriminate
between important and unimportant variables, this study focuses on the top six
linguistic features for detailed analysis. Figure 2 presents partial dependence plots that
show how these six features affect the prediction of word tokens by marginalizing
(averaging) out the effects of other features. By checking partial dependence plots, in
addition to the variable importance plot, we can investigate the predictor variables
while controlling for the effects of other variables (Hastie et al., 2009). The horizontal
axes in the plots indicate the relative frequency of a particular linguistic feature (per
100 words), while the vertical axes indicate the number of tokens. As these plots
illustrate, CAUS, NN, and VPRT are negatively related to word tokens, while EMPH
and PIN are positively related. Additionally, the relative frequency of ANDC increases
rapidly to around 0.1 and then decreases rapidly before it stabilizes, and it can
discriminate learners in a specific range of word tokens. Interpreting the pattern in
ANDC is more difficult than the patterns in the other items, but this is not because of a
problem with our data. When predicting some natural phenomena, there are not many
predictor variables that have values directly or inversely proportional to the values of
the response variable. In the case of L2 assessment, there are some predictor variables

that discriminate between learners who are above a certain level and those who are
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Figure 2. Partial dependence plots of the top six linguistic features
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below a certain level. There are also some predictor variables that discriminate only
between certain levels, such as the ANDC in this study. In other words, the random
forest model provides highly accurate predictions by integrating the information held

by these variables.

6. Discussion

Following the calculation of variable importance and partial dependence scores,
this section explores the six important features that can predict the number of words in
learners’ utterances. The validity of these developmental indices will be further
supported by checking concordance lines. First, the decrease in CAUS is attributed to
the diversification of conjunctions that learners can use. As proficiency increases,
learners can progressively construct speech without relying on the subordinating
conjunction because. In other words, they move from the stage of “giving a reason”
(e.g., I like rainy day because rainy day is cool) to the stage of “stating a result” (e.g.,
Rainy day is cool, so I like rainy day). Second, novice learners use ANDC with high
frequency (e.g., My mother is very careful woman, and she can find a lot of my
mistakes, and she always advise me to improve my something, so I'm very I owe to her
to improve my power of academic skills, and I'm very grateful for her). After this stage,
they will be able to use concessive adverbial subordinators (CONC), conditional
adverbial subordinators (COND), and other adverbial subordinators (OSUB). Third, the
increase in EMPH (e.g., really, just, most, more) allows advanced learners to express
the degree of certainty in propositions more clearly. This rhetorical device can be a
developmental index for both the dialogue speaking test (the Standard Speaking Test;
Kobayashi & Abe, 2016) and the monologue test used in this study (the TSST). Fourth,
the high frequency of NN is a prominent feature among novice learners (e.g., [ study ...

five subject ... English ... Japanese, Math, and ... Science, and ... also ...). They heavily

depend on nouns in the initial stage of learning, but gradually become able to employ a
variety of word types (Tono, 2000). Fifth, the increase in PIN results from the
development of noun phrase structure. Additionally, prepositions become more frequent
owing to the acquisition of group prepositions (e.g., a lot of, because of). Lastly, the
decrease in VPRT use is a consequence of the increase of other tense use (e.g., enjoyed,

experienced, happened, tried). As Table 3 shows, the frequency of the present tense is
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negatively correlated with that of the past tense (» = —0.36).

7. Conclusion

This study aimed to explore the mechanism underlying the increase in number of
words in L2 speaking. The results show that word tokens can function as an L2
developmental measure that highly correlates with speaking proficiency (p = 0.73). The
results also suggest (a) causative adverbial subordinators, (b) independent clause
coordination, (c) emphatics, (d) nouns, (e) prepositional phrases, and (f) present tense
from Biber’s linguistic features best predict the language development. These six key
features can be robust measures of L2 spoken development, as they are frequently used
in almost all speaking contexts. In addition, this study scrutinized the effects of these
features on the increase in word tokens, by checking partial dependence plots. However,
this study has some limitations. First, the frequencies of linguistic features may be
affected by the tasks and topics of the TSST. Thus, we should investigate the effects of
tasks and topics on learners’ performance using multilevel analysis in the future.
Second, the target learners were limited to novice and intermediate Japanese learners of
English. It would be desirable to investigate a wider range of L1 backgrounds and
proficiency levels to gain a broader understanding of the increase in word tokens in L2
speech. Third, other linguistic features can be useful for modeling the development of
L2 spoken English. In particular, lexical and grammatical errors highlight language
development from different angles than Biber’s framework (Abe, 2007). Finally,
because random forest is based on ensemble learning, a full interpretation of the results
is difficult. One possible solution to this problem is to use global surrogate models that
are trained to approximate the predictions of random forest models (Gries, 2020).
Despite these limitations, the findings of the current study offer valuable new insights
into the mechanism of the number of words in learners’ speech as well as enhancing the

methodology of L2 developmental studies.
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on L2 English Auxiliary Verb Use —The Case of Will—

Laurence NEWBERY-PAYTON
Abstract

This study conducts Contrastive Interlanguage Analysis of written essays by L1
Chinese and L1 Japanese learners of English contained in the International Corpus
Network of Asian Learners of English (ICNALE). The two groups of learners are
compared with each other and with native speakers regarding their use of the modal
auxiliary will. Consideration of relevant characteristics of Chinese and Japanese
suggests that L1 Chinese learners will overuse will due to functional similarities with
the Chinese modal auxiliary Aui, whereas this trend is not predicted to occur among L1
Japanese learners. Analysis of the corpus data reveals that Chinese L1 learners do
overuse will at lower proficiency levels, providing evidence for crosslinguistic
influence. In contrast, Japanese L1 learners, who lack functional equivalents to will in
their native language, exhibit underuse as well as omission in obligatory contexts. The
study therefore confirms the hypothesis that at lower proficiency levels, the presence or
absence in L1 of partial functional equivalents to a target form can affect the latter’s
frequency of use in L2. However, these trends are restricted to one of two essay tasks,

suggesting task-related factors.
1. Introduction

It has long been recognized by researchers that acquisition of a foreign language
can be influenced by learners’ native languages as well as any other languages
previously acquired (Jarvis & Pavlenko, 2008; Luk & Shirai, 2009). This paper uses
corpus data to conduct Contrastive Interlanguage Analysis of writing by Chinese L1
and Japanese L1 learners of English. In particular, it attempts to ascertain the presence

or absence of crosslinguistic influence in learners’ use of the modal auxiliary verb will.
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Modal verbs have frequently attracted attention from researchers due to the difficulties
learners face in reaching nativelike use, both quantitatively and qualitatively. The
current paper selects will as the focus of analysis because the acquisition of this modal
auxiliary is predicted to present different sets of difficulties for the two groups of

learners.

2. Literature Review

This section reviews previous studies relevant to the focus of the present study.
Section 2.1 considers corpus studies of L2 modal verb use. Section 2.2 examines modal
auxiliaries in Chinese and their similarities to the English modal will. Section 2.3
combines the conclusions of the two preceding sections to explain the rationale behind

the current study and its hypotheses.

2.1 Corpus Studies of L2 English Modal Verb Use

This section provides an overview of corpus-based studies examining the use of
modal verbs by Japanese learners of English (JLE) and Chinese learners of English
(CLE).

Nakayama (2020) compares JLE and two groups of native speakers (students and
teachers) using ICNALE’s written component. JLE are found to overuse can, should
and must, but underuse will and would. Nakayama suggests this reflects the greater
difficulty of epistemic modality markers, but does not consider learners’ proficiency
levels. Nakayama (2021), using the spoken module of ICNALE, finds that JLE at A2
and B1 levels underuse could, might, would and will, and use modal verbs to express
deontic modality more frequently than epistemic modality, contrasting with native
speakers. While Nakayama provides analysis for a selection of individual verbs, there is
no specific explanation for the underuse of will.

Xiao (2017) compares data from learner and native corpora and reports that CLE
overuse must, should, will and can, but underuse would, might and could in their
writing. Likewise, in spoken language, CLE overuse must, should, will and can, but
underuse would and might. Xiao adopts an analytical framework from functional
grammar, which groups will with other “middle-value” modals, would and shall. As a

result, the analysis cannot adequately explain the high frequency of use of will.
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Yang (2018) reports that modal verbs appear more frequently in learners’
academic writing than in published academic papers, and that learners overuse can,
will, could and would. Yang suggests that one-to-one translations of modal verbs in
course books may cause pragmatically inappropriate uses of should by CLE (p. 127).

Taken together, the above studies appear to show trends towards underuse and
overuse of will by JLE and CLE respectively. This paper aims to directly compare the
two learner groups using a unified data set and offer explanations for any differences
observed. While a principled analysis of course books is beyond the scope of the
current paper, the characteristics of learners’ native languages will be analyzed as one
cause of differing patterns of use of modal verbs in L2 English. In particular, real and
perceived similarities between modal verbs in Chinese and English will be shown to
influence the use of will by CLE. The following section briefly compares and contrasts

will and corresponding modal verbs in Chinese.

2.2 Modal Auxiliaries in Mandarin Chinese

Mandarin Chinese possesses a wide inventory of modal verbs, but this section
will focus on the modal verb Aui due to its similarities with will.

Tsai (2015) distinguishes 5 uses of Aui as a modal verb. While the future and
epistemic uses in (2) and (5) correspond to will, what Tsai terms “dispositional” (3) and
“generic” (4) modals are not typically expressed using will (Tsai’s idiomatic English
translations of the Chinese sentences have been slightly adjusted). Dispositional and
generic modals are referred to below as “non-future” uses. Table 1 summarizes the
partial correspondence between hui and will.

(1) Yiqgian waijiaoguan dou hui shuo fayu. [dynamic modal]

Before diplomat all can speak French

‘In the past, all diplomats could speak French.’

(2) Waijiaoguan hui changchang lai zheli. [future modal]
Diplomat will often  come here

‘Diplomats will come here often.’

(3) Waijiaoguan changchang hui  lai zheli. [dispositional modal]

diplomat often tend.to come here
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'Diplomats often tend to come here.'

(4) Shui hui wang dichu liu. [generic modal]
water HUI towards low.land flow
"Water flows to lower places.'

(5) Waijiaoguan dagai hui lai zheli. [epistemic modal]
diplomat probably Irr come here

'Diplomats will probably come here.' (Tsai, 2015, p. 278)

Table 1. Correspondence between Aui and will

Uses of Aui (Tsai 2015) Correspondence with wil/
1. Ability no
2. Future yes
3. Dispositional limited
4. Generic limited
5. Epistemic yes

Examples of uses of will resembling the generic and dispositional uses of Aui are
shown in (6) and (7) below. These are examples of corrected learner production
displayed on the English Grammar Profile Online and are described there as “habitual
and typical” (6) and “willfulness or disapproval” (7) uses of will. Such uses are deemed
to be limited for the following reasons. First, they are categorized at CEFR C1 and C2
levels respectively, so are typically acquired only at the highest proficiency levels. This
is likely related to their low frequency of use by native speakers. Given the high CEFR
ratings, it is unlikely that learners at the proficiencies focused on in this study will have
received sufficient input to use them in their own writing.

(6) “habitual and typical” (C1)

Can use 'will' to talk about something which is typical or habitual.

Example: She will often knock on the door to see you.

(Japan; C1 EFFECTIVE OPERATIONAL PROFICIENCY; 1993; Japanese; Fail)
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(7) “willfulness or disapproval” (C2)
Can use 'will' to talk about general behaviour, often disapprovingly.
Example: Indeed no one can imagine what children will do!
(France; C2 MASTERY; 1993; French; Pass) (English Grammar Profile Online)

Secondly, as alluded to in the description in (7), will used to talk about general or
typical states of affairs often expresses an air of disapproval which is absent from
dispositional and generic uses of hui. Carlson (2012, p. 834) discusses a further
restriction, namely that habitual will cannot appear with individual-level states. Even
where a habitual reading is plausible, as in (8c), this reading is excluded in favor of an

epistemic reading in which the speaker is making a prediction about future conditions.

(8) a. Bob will be an attorney.
b. The girl will like ice cream.
c. The weather will be very mild here. (Carlson, 2012, p. 834)

2.3 Functional Similarities Between L1 and L2 and the Potential for Crosslinguistic
Influence

Section 2.2 demonstrated that will and hui have limited functional similarities,
namely their future and epistemic uses. In contrast, dispositional and generic uses of
will are infrequent, marked and unlikely to be encountered in input learners receive.
Nonetheless, there is potential for crosslinguistic influence in all five uses shown in
Table 1 above. According to Jarvis & Pavlenko (2008, pp. 178-180), crosslinguistic
influence typically occurs where there are subjective similarities between L1 and L2. A
pertinent example is reported in Odlin (2008, pp. 317-318), who refers to a study by
Sastry-Kuppa (1995). This study showed that native speakers of Tamil used will as a
marker of habitual aspect, not only in the present tense but also in the past tense, where
would or used to would be appropriate. Sastry-Kuppa concludes that this reflects
overgeneralization of the similarities between will and the future tense marker in Tamil.

If CLE overgeneralize the similarities in Table 1 and assume functional
equivalence in categories 3 and 4, they are expected to overuse will to express
dispositional and generic meaning. This in turn may lead to overuse of will overall. This

indeed appears to be the case, as the corpus studies in section 2.1 have revealed. What
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the present study seeks to demonstrate is that CLE are indeed using will to express
dispositional and generic meaning where native speakers do not (or do so at a
significantly lower frequency).

In contrast to CLE, previous studies found that JLE underuse will in comparison
to native speakers. This can be explained by considering the means of expressing
modality in Japanese. Modal verbs such as can, should and must, which JLE were
found to overuse, are typically expressed in Japanese using sentence final expressions
or verbal inflections (9). In contrast, future and epistemic meanings are not expressed
by a dedicated, obligatory morpheme, although —daro or —ka mo shirenai, expressing a
subjective judgement of probability, are optionally attached to the non-past form of the
verb (10). Furthermore, dispositional and generic meaning can also be expressed using
an unmarked verbal form. This means that Japanese lacks formal equivalents to will
and therefore L1 forms are not predicted to aid the acquisition of L2 forms. This lack
of morphological salience in L1 is expected to manifest itself in underuse of will

compared to both native speakers and CLE.

(9) Gakusei wa apuri de benkyo {suru koto ga dekiru / suru beki da / shinakereba
naranai}.
Student TOP app INS study {do NMLZ NOM can / do ought.to COP / do-NEG-
COND become-NEG}.

“The students {can / should / have to} study by accessing the online resources.’

(10) Gakusei wa apuri de benkyo suru (daro / ka mo shirenai).
Student TOP app INS study do (COP-CONJEC / Q also know-POTEN-NEG)

“The students (will probably/might) study by accessing the online resources.’

Newbery-Payton and Mochizuki (2020) analyzed L1 to English translations by
CLE and JLE in order to explore the effect that the absence or presence of comparable
L1 forms has on the production of L2 forms. Errors of omission of will appeared
exclusively in JLE data, while translations by CLE were characterized by inappropriate
use of wil/l in habitual senses. Newbery-Payton and Mochizuki explained these
contrastive error trends through reference to the kinds of characteristics of Chinese and

Japanese discussed above.
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3. Research Design

The current paper seeks to verify the findings of Newbery-Payton & Mochizuki
(2020) using different methodology. Specifically, it adopts a larger data set, examines a
different task format, and compares both native speakers and learners at different

proficiency levels using statistical testing.

3.1 Aim and Research Questions

This paper considers the research questions listed below. Research Questions 1
and 2 concern the overall frequency of use of will. CLE and JLE are expected to differ
in their use of will. CLE are expected to exhibit a higher frequency of use than NS,
while JLE are expected to exhibit a lower frequency of use. In addition, both groups of
learners are expected to become more native-like in terms of frequency of use at higher

proficiency levels.

RQ1: To what extent do CLE and JLE differ in their use of the modal auxiliary verb

will?

RQ2: To what extent does the use of will by CLE and JLE become more native-like

with increasing proficiency?

Research Question 3 concerns the effect of L1 forms on the use of will in L2
English. CLE are expected to overuse will in dispositional and generic senses, as a
result of overgeneralization from L1. A similar phenomenon is not expected in the JLE

data due to the lack of functional equivalents in L1.

RQ3: To what extent can the use of will by CLE be explained by reference to L1 forms?

3.2 Data and Method

Data is sourced from the Written Essays module of the International Corpus
Network of Asian Learners of English (ICNALE; Ishikawa, 2013). Use of this data set
provides the following advantages. First, two essay topics are specified for participants

to write about, allowing both topic control and comparison of topics. The prompts for
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each essay are shown in (11) below. In the remainder of this paper, topics A and B are

abbreviated as “PTJ” (part-time job) and “SMK” (smoking) respectively.

(11) Do you agree or disagree with the following statements? Use reasons and specific
details to support your opinion.
(Topic A) It is important for college students to have a part-time job.
(Topic B) Smoking should be completely banned at all the restaurants in the
country. (Ishikawa, 2013, p. 97)

Although neither topic uses will, the prompt for the SMK task includes the modal
verb should, which potentially affects the use of other modal verbs. Nevertheless, use
of this data set is still preferable to the translation task used by Newbery-Payton &
Mochizuki (2020), as the latter task type may enhance the potential for L1-related
effects to occur. This is because learners may be directly influenced by features of the
L1 text they are required to translate. Further discussion of task-related effects is
provided in section 5.

The second advantage of using ICNALE is that it includes data from learners
judged to be at A2, B1 and B2 CEFR levels. This allows pseudo-longitudinal analysis
in order to examine the effect of proficiency. As alluded to in the previous section,
crosslinguistic influence is predicted to be mediated by increasing proficiency.

48 essays on each topic were randomly selected from the data sets for JLE and
CLE at A2, B1-1 and B1-2 levels. This reflects the size of the smallest of the
subcorpora under consideration (JLE B1-2, N=49). B2 level learners were excluded
from the analysis due to data size limitations. ICNALE contains three groups of NS;
the student group was selected for analysis as this was considered to best match social
characteristics of the learner groups. A total of 672 files totaling 154,088 words were
selected for analysis. Summaries of the data size and learner attributes are provided in
Tables 2 and 3.
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Table 2. Data Summary

PTJ SMK
A2 BI-1 B1-2  Total A2 Bl-1 B1-2  Total
CLE 10923 11972 12287 35182 CLE 10713 11203 11438 33354
JLE 10933 10540 11057 32530 JLE 10423 10349 10850 31622
Total 21856 22512 23344 67712 Total 21136 21552 22288 64976
NS 10774 78486 NS 10626 75602

Total Files: 672 / Total Words: 154,088

Table 3. Summary of Learner Attributes

CLE JLE
A2 BI1-1 B1-2 A2 BI-1 B1-2
F 25 24 21 F 22 17 21
M 23 24 27 M 26 31 27
Average age 19,2 19,5 19 Average age 18,5 18,6 18,8

Data was tagged using TagAnt and relevant examples were then extracted using
AntConc. Each instance of will was examined within the wider context of the essay to
determine the most likely intended meaning. In particular, “non-future” uses of will

were identified and extracted for further analysis (see section 4.2).

4. Results

Quantitative analysis, relating to RQ1 and RQ2, is presented in section 4.1.

Qualitative analysis, relating to RQ3, is presented in section 4.2.

4.1 Quantitative Analysis
Table 4 shows the adjusted frequency of use of will by each group of learners in
the two tasks. The data from the SMK and PTJ tasks are also shown in Figures 1 and 2

respectively. Black dotted lines in the figures show the performance of NS on each task.
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Table 4. Adjusted Frequency (per 10,000 words) of will

Part Time Job Smoking

A2 BI-1 B1-2 A2 Bl-1 B1-2
CLE 67.75 78.5 74.9 CLE 104.5 80.3 62.9
JLE 47.6 58.8 443 JLE 23.0 32.9 37.8
NS 72.4 NS 54.6

On both tasks and at all proficiency levels, adjusted frequency is highest for CLE
and lowest for JLE, with frequencies for NS appearing between the two groups of
learners (the exception is the PTJ task, where adjusted frequency is slightly higher for
NS than for CLE at A2 level). However, Figures 1 and 2 reveal different trends beyond
these general similarities.

On the SMK task, frequency is particularly high for A2 CLE and particularly low
for A2 JLE, resulting in a high degree of disparity between the two groups at A2 level.
With increasing proficiency, however, CLE frequency of use falls and JLE frequency of
use rises. In this way, proficiency effects are visible, with both groups of learners

approaching native-like frequencies of use at higher proficiency levels.
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A2 B1-1 B1-2

CLE o= o= JLE eccoce NS

Figure 1. Adjusted Frequency (per 10,000 words) of will in “Smoking” Task
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The PTIJ task displays less variation, both between groups and over different
proficiency levels. In both groups of learners, there are marginal increases in frequency
at B1-1 level, followed by marginal decreases in frequency at B1-2 level. Furthermore,
A2 level learners’ frequency of use is already relatively close to that of NS. As a result,

there are no obvious proficiency effects comparable to those in the SMK task.
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CLE === JLE «cecee NS

Figure 2. Adjusted Frequency (per 10,000 words) of will in “Part-Time Job” Task

The data for each task was next tested for statistical significance. A Kruskal-
Wallis test (df=6, y > =57.334230, p= 1.563306e-10) revealed that the groups were not
homogenous on the SMK task. Results of post-hoc tests (Dunn method, adjusted with
Holm FWER for multiple comparisons) are reported in Table 5. A Kruskal-Wallis test

on the PTJ data found no significant difference between groups.

Table 5. Dunn Adjusted p-values for Pairwise Comparisons (SMK)

CLE_A2 CLE_BI-1 CLE_BI1-2 JLE_A2 JLE BI-1 JLE_BI1-2

CLE_B1-1 .289

CLE_B1-2 035 1

JLE_A2 <.001 <.001 .014

JLE_BI-1 <.001 012 121 1

JLE_BI1-2 <.001 .052 364 1 1

NS 019 1 1 027 207 537
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The significant differences in Table 5 (shown in bold) can be summarized as
follows. CLE at A2 level use will significantly more frequently than almost all other
groups, the only exception being B1-1 level CLE. CLE at B1-1 level also show
significantly higher frequency of use than A2 and B1-1 level JLE. No significant
differences were found between learners at B1-2 level. Taken together, the results
corroborate the trends observed in Figure 1.

Comparing learners to NS, while A2 level learners show significantly higher
(CLE) or lower (JLE) frequency than NS, at B1-1 and B-1-2 these differences are no
longer significant. In other words, non-nativelike frequency of use, both overuse and
underuse, is limited to A2 level. This provides answers to RQ1 and RQ2: CLE and JLE
differ significantly at A2 and partially at B1-1 level; from B1-1 level onwards, learners’
frequency of use converges and becomes more native-like.

These results are not simply a reflection of idiosyncratic modal auxiliary use by a
minority of learners. As summarized in Table 6, the percentages of learners in each
group using will on at least one occasion in their writing show largely similar trends to
the adjusted frequencies shown in Table 4. In other words, the high but falling
frequency of use by CLE and the low but rising frequency of use by JLE appear to be

characteristics of each group as a whole.

Table 6. Percentage of Learners Using will in the SMK Task

A2 B1-1 B1-2
CLE 83 79 65
JLE 33 40 44

The next section considers RQ3, namely whether the significantly higher
frequency of use of will produced by CLE can be explained, at least in part, by

crosslinguistic influence in the form of overgeneralization of L1 forms.

4.2 Qualitative Analysis
RQ3 concerns the extent to which the “non-future” uses of the Chinese modal
auxiliary Aui might influence CLE use of will. In order to answer this question, uses of

will were categorized and the proportion of “non-future” uses calculated. Analysis was
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conducted by the author using the following heuristics (judgement by multiple
annotators was not feasible due to practical constraints). Instances of will were
considered “non-future” if they expressed states of affairs current to the reference time
and could be replaced with present tense forms with minimal change of meaning. This
amounts to a division between the future and epistemic uses of will on the one hand,
and generic and dispositional uses on the other. This level of granularity was judged to
be sufficient for the purposes of the current research question as it reflects the key
parallels between English and Chinese. Conditional sentences containing if 'such as (12)
allow an epistemic interpretation and so were not considered “non-future” uses.
Sentences including when were judged on the content of the sentence and the wider
context of the essay. For instance, (13) was regarded as expressing a future state of
affairs whereas (14) was regarded as expressing a generic state of affairs (note the use

of sometimes); only the latter was considered a “non-future” use.

(12) If the law of banning is through, the atmosphere of restaurants will be more
perfect. CHN_SMK_039_A2

(13) When smokers cut down the number of cigarettes, the good dining atmosphere
will be built easily. CHN_SMK_ 269 B1_1

(14) They said sometimes inspire will come across in their mind when they smoked.
CHN_SMK_310_A2

Contrary to expectations, A2 level JLE also showed some non-future uses of will
(15). However, as proficiency rises, non-future uses of wil/ largely disappear from the
JLE data, while continuing to account for 15-20% of the overall use of will by CLE
(Table 7). Examples of “non-future” uses of will by Bl-level CLE are given in (17) and
(18). The persistence of such examples suggests that CLE continue to use will in a

manner analogous to L1, providing partial confirmation of the prediction for RQ 3.

(15) Especially, in the restaurant, many people will enjoy eating and talking with
friends or families. JPN_SMK_344_A2
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(16) There are many people who like smoking, even in the public places they will take
a cigarette in hand. CHN_SMK_289_A2

(17) Finally, it is a good idea to ban smoking in any restaurants because When
someone smoke cigarettes, harmful gases will arise and fulfill the room.

CHN_SMK_104_B1-1

(18) France has forbidden people smoking in cafes a few years ago. The citizens who
defy it will be punished and feed for a lot. CHN_SMK_ 363_B1-2

Table 7. Frequency and proportion of non-future uses of will

A2 A2 (%) Bl-1 B1-1 (%) Bl-2 B1-2 (%)
CLE 20 18 18 20 11 15
JLE 5 21 3 9 1 2

It must be recognized that “non-future” use of will alone cannot explain the
significant differences in frequency at A2 and B1-1 levels. The phenomenon might best
be understood as one expression of L1 transfer occurring more generally in the writing
of CLE. The remainder of this section will consider one further aspect of the low
frequency of use by JLE in the SMK task, namely errors of omission.

JLE are expected to omit will in obligatory contexts more frequently than CLE
due to the absence of functional equivalents to will in Japanese. One such situation is in
conditional clauses, as verbs in consequent clauses are frequently marked with Aui in
Chinese but receive no dedicated morphological marking in Japanese. Conditional
clauses were extracted from the data set by searching for sentences including if then
filtering manually. Examples are provided below, with relevant errors in bold. As
predicted, JLE show a greater raw frequency and proportion of errors of omission in
obligatory contexts (Table 8). Extraction of all errors of omission was beyond the scope
of the current paper, but it seems reasonable to expect errors of omission to occur more

frequently throughout JLE’s writing, not only in conditional clauses.

(19) However, if smoking is banned at all the restaurants, the smoker is uncomfortable
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and dissatisfied. W_JPN_SMKO0_312_A2

(20) If smoking is forbidden at all restaurants, I think only nonsmokers and light
smokers enjoy meals. W_JPN_SMKO0_269_B1_1

(21) If smokers stop smoking at the public places in order not to be finned, the public
places become more comfortable and cleaner. W_JPN_SMKO_179_B1_2

Table 8. Omission of will in Obligatory Contexts (Conditional Clauses)

A2 A2 (%) BI-1 BI-1 (%) BI-2 B1-2 (%)
CLE 3 4 3 6 2 5
JLE 10 14 12 17 13 17

In summary, it appears that crosslinguistic influence may have affected the overall
frequency of use by the two groups of learners, as well as influencing the proportion of
uses of will expressing “non-future” meaning and the proportion of errors of omission
in obligatory contexts. The implications of these findings are discussed in the following

sections.

5. Discussion

This section considers a number of issues raised by the present study and their
implications for future research. Section 5.1 reviews the study’s main findings and their
relation to theoretical distinctions in the field of second language acquisition. Section
5.2 considers task- and proficiency-related effects in relation to previous studies, while

Section 5.3 considers task-related and other effects within the current data set.

5.1 Crosslinguistic Influence, Suppletion and Addition in Second Language
Acquisition

While L1-related effects on acquisition (measured in terms of accuracy of use)

have been demonstrated for a range of grammatical categories (Luk & Shirai, 2009;

Murakami & Alexopoulou, 2016), few such effects have been demonstrated for will or
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for modal verbs more generally. Recent explanations offered for the overuse or
underuse of individual modal verbs (see section 2.1) rest on categorizations of modal
verbs as a group, without considering L1-related factors. This study’s findings suggest
that specific consideration of relevant L1-related factors can provide nuance that such
approaches miss.

Murakami & Alexopoulou (2016, p. 368) hypothesize that “lack of the equivalent
feature in the L1 leads to low accuracy”. The present study confirms this for JLE, while
also showing that the presence of an (apparently) equivalent feature leads to lower
accuracy, due to overuse of the target form. Gabriele (2009) argues that addition (the
acquisition of new interpretations of a given linguistic form) should be distinguished
from preemption (the ruling out of interpretations present in L1 but not in L2). Gabriele
examines the acquisition of different interpretations of progressive forms in English
and Japanese and concludes that preemption is more difficult than addition, especially
in the absence of explicit input showing otherwise.

In the context of the present study, CLE must preempt the “non-future” uses of
will, while JLE must acquire the semantics of wil/ due to a lack of a functional
equivalent in Japanese. If acquisition is incomplete, CLE are expected to overuse non-
future senses of will and JLE are expected to underuse and/or omit will in obligatory
contexts. While this is what the results have indicated, the current study does not offer
evidence either for or against the assertion that preemption is more problematic than

addition.

5.2 Task- and Proficiency-Related Effects in Relation to Previous Studies
Newbery-Payton & Mochizuki (2020) analyzed L1 to English translations by
high proficiency learners. The present study, however, found that CLE and JLE had
converged by B1-2 level, suggesting that task type influences the extent to which L1-
influence occurs. Translation tasks, which provide an L1 text to translate into L2, may
induce even higher proficiency learners to emulate certain features of L1 in their L2
writing, whereas free-writing tasks appear to show L1-related effects only at lower
proficiency levels. This underlines the importance of confirming research findings
using different data sets, task types and groups of learners. In the present study, there
was no L1 source text that might induce L1-like norms in L2 writing, such as the

inclusion of will wherever hui appeared in the source text. Furthermore, the essay
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prompts did not contain will, so direct linguistic influence from the prompts cannot be
assumed.

In addition, the studies referred to in Section 2 examining L2 English modal use
cannot be said to have fully considered proficiency effects. It is possible that the modal
verbs reported to be underused or overused were in fact used at native-like frequencies
by higher proficiency learners. Clarification of such issues could be beneficial when
considering, for example, which aspects of modal verb pedagogy would most benefit

from reconsideration and at which stages of EFL study.

5.3 Task-Related and Other Effects in the Present Study

As stated in Section 4.1, differences between the three groups in the PTJ task
were not statistically significant. This may reflect lesser (perceived) “opportunity of
use”, a term used to refer to “the opportunity the learner is afforded to use a linguistic
feature”, which can be affected by factors including task type, task topic and document
length (Buttery & Caines, 2018, p. 6). Of these three factors, task topic is the most
relevant for the ICNALE data.

While neither essay topic discourages use of will, the SMK task is arguably more
conducive to writing about hypothetical future events, as learners are encouraged to
write about the implications of a possible future change in the law. This provides two
contexts — sentences including future time reference and consequent clauses in
conditional sentences — where functional similarities between Aui and will encourage
the use of the latter by CLE. However, while CLE at A2 and B1-1 level did indeed use
will more frequently on the SMK task, the opposite is true for the B1-2 group. NS and
JLE at all proficiencies similarly displayed a higher adjusted frequency on the PTJ task
than they did on the SMK task (Table 4).

It is difficult to provide conclusive answers to this puzzling phenomenon, but one
explanation may lie in the use of other modal verbs, which are in syntactic competition
to appear before the main verb in a given sentence. As stated in section 2, Nakayama
(2020) reported overuse of can, should and must by JLE in the ICNALE data. This is
likely related to the fact that should appears in the essay prompt for the SMK task (11).
JLE may have selected should more frequently in the PTJ task, leaving fewer
opportunities for the use of will. If the conclusions of this paper are valid, then CLE are

already primed to use will due to L1-related factors, causing the prominent differences
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between the two groups on the SMK task. NS may be less likely to be influenced by the
prompt, given the wider range of linguistic devices available to them.

The PTJ essay prompt does not include any modal verbs so learners are not
explicitly induced to select one modal over another and the topic may be more
conducive to a mix of temporal references and real and hypothetical situations. This
may be why the PTJ task exhibited more homogeneous use of will by the three groups.

A reviewer suggests that cultural differences may influence the trends reported in
this study. While it is possible that one group of learners is more likely to hedge
statements using other modal verbs, thus avoiding will, in the view of the author this is
more likely to occur with auxiliaries used primarily as deontic modals, which more
directly reflect the writer’s stance. Chen and Zhang (2017, pp.19-21), in their study of
hedging by Chinese and Anglophone writers, report that the only modal verb with
significant differences in frequency was should; Chinese writers were found to overuse
should as a deontic modal but underuse it as an epistemic modal. In regard to writing
by Japanese native speakers, Takimoto (2015, pp. 95-96) states that although Japanese
speakers may express themselves indirectly in their native language, such L1 norms are
not necessarily replicated in L2 English writing. Takimoto reports that JLE use boosters
(including will) as frequently as NS, and hedges significantly less frequently than NS.

High frequency hedges in Takimoto’s study include the modal verbs could and
may. A comprehensive study of learners’ selection of modal verbs is beyond the scope
of the present paper, but the occurrence of these two modal verbs in the current data set
can be summarized as follows. First, their frequency generally rises with increasing
proficiency for CLE. This might be expected on the SMK task, where the frequency of
will falls significantly for CLE at B1-2 level (Figure 1). It cannot, however, account for
the PTJ task, where the frequency of wil/ displays minimal change despite the increase
in frequency of these hedging modals.

Second, the frequency of hedging modals is typically lower for JLE than it is for
CLE. Furthermore, as learners’ proficiency rises, frequency of use either decreases or
returns to its original level after an initial rise. The exception is could on the PTJ task,
where JLE also exhibit a large increase, exceeding the frequency for NS. The general
tendency may be another instantiation of underuse of modal verbs by JLE due to the
absence of equivalent obligatory morphemes in L1 (see Section 2.3).

It should be noted that the combined frequency of could and may across tasks and
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groups (N=459) is less than half of that of wil/ (N=932). In short, it seems unlikely that
trends in the overuse and underuse of will can be reduced to an epiphenomenon caused
by selection trends among other modal auxiliaries.

Use of other modal verbs does not appear to explain the differing frequency of
use of will by NS either. For instance, adjusted frequencies of could and may are
comparable on both tasks, and the adjusted frequency of can is higher on the PTJ task
(100) than on the SMK task (59). The PTJ task therefore appears to be generally more
conducive to the use of modal verbs — at least for NS. The author hopes to address this
issue more fully in future studies.

Finally, another reviewer asks whether the frequency of will is related to the
frequency of going to, particularly at lower proficiency levels. While the highest
frequency of use was indeed observed in the data for the PTJ task by A2 level JLE,
going to appeared only 13 times in the whole data set. Given this low frequency,
preference for one future expression over another appears to have a relatively small

effect on trends of use, at least for the current topics and task types.

6. Conclusion

This study examined the extent to which CLE and JLE differ in their use of will
(RQ1), the effect of proficiency on frequency of use (RQ2), and the extent to which
overuse or underuse of will can be explained with reference to L1 forms (RQ3).
Analysis revealed significant differences in the use of will by CLE and JLE at lower
proficiency levels, whereas learners at higher proficiency levels did not differ
significantly from each other or from native speakers. Qualitative analysis showed that
non-future uses of will were significantly higher among CLE, suggesting learners use
the form in an analogous manner to the Chinese modal auxiliary Aui. JLE do not
display this characteristic and also show a tendency to omit will in obligatory contexts,
suggesting that the absence of a comparable L1 form is one factor in the underuse of
will.

The current study was limited to written language, so spoken data from ICNALE
could also be analyzed in future. Online processing demands during speech may cause
higher rates of omission of target forms, particularly at lower proficiency levels. It is

unclear, however, whether or not this will significantly affect the differences between
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JLE and CLE in terms of frequency of use of will or other modal verbs.

While this study has focused on one particular linguistic form, similar
methodology could be used to investigate the frequency of other forms. Principled
selection of these forms, and of the L1 groups to include in analyses, can be aided by
careful consideration of L1 characteristics.

Finally, more attention has been paid in recent years to the interface between the
fields of corpus linguistics and second language acquisition (Le Bruyn & Paquot, Eds.,
2021). It is hoped that corpus analyses like the present study can complement existing
SLA research or provide the impetus for new studies. For example, researchers could
examine whether overuse and underuse of modal verbs by different groups of learners

are also observable in cloze tasks or other experimental designs.
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Developing Classroom Corpus Tagger for Teachers’ Reflective Practice:
A Spoken Language Tagger to Compile Classroom Corpora

Yukiko OHASHI, Noriaki KATAGIRI, and Takao OSHIKIRI
Abstract

This study presents a browser-based Classroom Corpus Tagger (CCT): Discourse
Tagging Assistant. The CCT tool has been developed to markup speaker tags by
clicking the mouse and instantaneously encoding language-use tags for compiling a
classroom corpus. Classroom corpus compilation involves attaching tags to each
transcribed utterance according to the tagging design. Annotation of the utterances by
teachers and students requires multi-layered tags to be attached; this is a time-
consuming process and sometimes leads to unexpected human errors. Hence, this study
attempted to develop a basic discourse tagging assistant, the CCT, to smoothly attach
pre-designed tags to each transcribed utterance, requiring less time and energy than
manual tagging of transcripts. A case study was conducted to test the validity as well as
the availability of the CCT tool. The results revealed that tagging using the CCT helped
overcome the complexities related to manual tagging of transcripts. Moreover, using
the CCT reduced the tagging time for the transcribers, as compared to manual tagging
which was sometimes erroneous. The application of CCT is likely to lessen the
workload of building classroom corpora, and eventually, promote classroom-related
research by facilitating reflective practices. This study introduces how we created the
CCT and displays an example of how we utilize classroom corpora. Accumulating
classroom corpora using the CCT will enhance the opportunities for teachers’ reflective
practice as well as evidence-based foreign and second language classroom discourse

analyses.
1. Introduction

Corpus data collected in the language classroom provide evidence for reflective
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practice as a means of developing language teachers’ skills. One of the distinctive
advantages of reflective practice through corpus compilation is that it enables teachers
to thoroughly analyze their statements, including the detailed vocabulary they use.
Corpus data reveal the types and tokens of each lexical item, facilitating teachers’
awareness of vocabulary usage. Comparing those types or tokens with the general
vocabulary list, such as the General Service List and the recently presented CEFR-J
wordlist", teachers get acquainted with the vocabulary items that they should use
intentionally and to the maximum. Drawing on the specifics of teacher talk, questioning
strategies, types of feedback, and wait-time pauses revealed from classroom corpora
can also raise the teaching awareness of novice teachers. Transcripts from corpus data
can facilitate close qualitative inspections to hone teachers’ decision-making skills
about what they say in the classroom (O’Keeffe, McCarthy, & Carter, 2007). As Walsh
(2013) states, reflections through observation of transcribed data are likely to result in
an ongoing process of enhanced awareness, training second language teachers to
improve their verbal expressions and enhance their knowledge of the interactional
processes. From the perspective of teachers’ reflective practices, a compilation of
classroom corpora aids in language teachers’ development, as the ephemeral spoken
classroom discourse is made visible.

While the compilation of corpora provides a variety of research sources, it also
involves demanding manual work of attaching tags to categorize the classroom’s
discourse data. Attaching different tags manually according to the quality of utterances
requires considerable time, and the tasks are prone to tagging errors, which hinders the
research due to the painstaking correction process. For example, manual tagging of
each utterance to compile a classroom corpus in the study conducted by Katagiri and
Ohashi (2017) was time-consuming; hence, it took more time to start the research work
than they had planned. A spoken corpus developed by Katagiri and Ohashi (2017)
served as a teacher training tool to compare the quality of six classes of preservice
teachers. While tagged corpora could provide abundant research sources, completing
one corpus takes a significant amount of time and energy, delaying examination of the
researchers or teachers’ utilization of the original corpus. To address this issue, a corpus
compiling tool was designed that allowed instantaneous attachment of speaker and

language tags during the research process.
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2. Literature Review on Corpus Annotation Structure

Since the onset of corpus-based research, many corpora have been accessible
online. Along with the different types of corpora, a variety of tools for corpus research
are being downloaded or accessed online. For example, corpus annotation in text
tagging is made possible by tagger tools with embedded digital dictionaries, such as
Biber Tagger (Biber, 2010) and TagAnt (Anthony, 2015). Tagged text files allow quick
calculation of vocabulary frequencies and grammatical features, leading to fast
processing of the text data which can be utilized for original research. Considering the
compilation of spoken corpora, the first step is identifying each utterance by a speaker
and attaching speaker tags manually. There have been few computer tools that can
instantaneously identify the speaker and the languages of the transcribed utterances in
the texts. This is why compilers of spoken corpora, including classroom corpora, take a
lot of time to complete an annotated corpus.

Classroom interactions taking place in a second or foreign language class (ESL/
EFL) follow a hierarchical structure (Sinclair & Coulthard, 1975). The hierarchical
classroom structure—comprising the teacher’s utterances and the student’s responses—
can be represented by Extensible Markup Language (XML). XML allows users to
define a machine-readable set of rules for encoding documents. XML also enables the
users to create original markup frameworks, describing documents that conform to a
hierarchical structure because their lower elements (child nodes) are nested in the upper
elements (parental nodes). Katagiri and Kawai (2016) designed an XML schema for
showing classroom discourse visually through eXtensible Style Language
Transformations (XSLT). Compilation of classroom corpora using the XML format
allows search of the required data through XSL. This provides further improved
processing in XPath (refer to Katagiri & Kawai [2016] for details regarding the XPath
and XML Schema). For these reasons, we propose to use the XML form for compiling
classroom corpora.

It is the corpus markup that defines the availability of classroom corpus. Corpus
markup refers to a system of codes inserted into a document, stored in electronic form,
or transcribed texts to provide information about the text (McEnery, Xiao, & Tono,
2006). Referring to McEnery et al. (2006), markup helps to structure information,

separating documents into appropriate sections with headings, sub-headings, and
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paragraphs. It also enables the inclusion of meta-information collected for the corpus.
The need for markup to build a classroom corpus can be summarized in the following

three perspectives:

1. Markup allows a broader range of research questions according to researchers’
needs;

2. Pauses and paralinguistic features, such as laughter and gestures, can be
identified through markup; and

3. Corpus markup parallels the existing linguistic transcription.

Ohashi (2015) arranged twenty-four different types of tags in annotation design
to be placed in utterances according to their attributes. For example, she annotated the
utterance character, “What’s the date today?” as <teacher><eng><question>What’s the
date today?</question></eng></teacher>, indicating that the speaker represented by
“<teacher>,” asked a question (annotated as “<question>") in English (by “<eng>").
Besides speaker tags, activity tags attached to each classroom activity enabled the
teachers and the researchers to reflect on their utterances to improve their articulation.

Annotation designs vary according to the researchers’ needs. For example, Ohashi
and Katagiri (2016) attached additional tags to differentiate explicit or implicit
explanations, in addition to speaker tags and language tags, to examine teachers’
explicit instructional roles. Ohashi and Katagiri (2016) also translated Japanese
utterances into English and annotated the translations with translated language (TL)
tags, <TL></TL>.

Compiling a classroom corpus involves placing tags that represent the quality of
classroom discourse. The annotation process is time-consuming and an arduous task
because each corpus requires coders’ judgment on the classroom discourse quality and
use of target language followed by the coders’ manual annotation, besides transcription
of the recorded speech. The annotation design depends on the research purpose. The
more tags the annotation design requires, the more time it takes to complete a whole
classroom corpus. With the aim of addressing this challenge, this study designed an
original tool to attach designated tags to the text smoothly to lessen the burden of
manually compiling a classroom corpus.

According to Walsh (2013), and Mann and Walsh (2017), language teachers’
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reflective practice occupies a central position and is of considerable significance in
professional education. Reflective practice has been conceptualized differently, and no
commonly agreed definition exists. The definitions vary with respect to the extent to
which the class focuses on interaction or action (Mann & Walsh, 2017). Some reflective
practices emphasize the exploration of experiences that lead to new understandings
through engagement in repairs and review (e.g., Boud & Walker, 1998; Zeichner &
Liston, 1996), while others highlight critical self-awareness (e.g., Bailin et al., 1999).
Both quantified and qualified data from classroom corpora can be used as tools for
language teachers to conduct reflective practices, the importance of which has been
established in teacher training.

One of the influential reflective practice models is the phased steps summarized
by Zwozdiak-Myers (2012). The steps are as follows: 1) observations and reflections; 2)
abstraction and conceptualization that produce new understanding; and 3) active
experimentation, in which reflection turns into repairs, or improved teacher talk. Mann
and Walsh (2017) argue that reflective practices are conducted in stages and phases in
which novice teachers analyze and evaluate their classes, to make them more effective.

Teacher education literature describes reflection as an essential aspect of
professional practice (e.g., Harkin, 2005; Pollard, 2005; Alger, 2006). Considering the
object of classroom corpus compilation is to review and develop the current classes to
be better; corpus creation facilitates teachers’ reflective practices. Reflective practice
enables teachers to observe their performance from a socio-cultural perspective, where
learners interact with experts, leading them to better understanding (Walsh, 2013). The
corpus-based studies of Ohashi and Katagiri (2016) and Katagiri and Ohashi (2018)
revealed the effects of social roles involving scaffolding in the classroom, as explained
by Vygotsky (1978). They argue that the insights obtained through reflective practices
combined with compiled corpora contribute to teachers’ training and professional
development. The outcomes of compiling a classroom corpus are likely to contribute to
the accumulation of recorded classroom spoken data and provide evidence for reflective
practice. Integrating corpus data yielding outcomes pertaining to the reflections is
likely to assist teaching professionals in gaining a new understanding of their socio-
cultural roles. This study aims to develop a classroom corpus compilation tool to help
language teachers compile their original corpus that can be used by them for reflective

practice.
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3. Classroom Corpus Tagger

3.1 Classroom Corpus Tagging Structure

The classroom corpora start with transcription of teacher and student utterances
in the classroom. For transcription, meta-information is required to yield details of
what was said, by whom, and in which language. Then, to start with, the utterances and
interactions between the teacher and students, or among the students in pairs or groups,
are transcribed. Thus, the transcripts require the speaker and language tags as their
founding information in the classroom discourse hierarchy. The bottom hierarchical
rank can extend to higher ranks, according to the discourse quality of the utterances
(see Sinclair & Coulthard [1975] for the detailed classroom hierarchical structure). The
main tagging of the classroom corpus utilizes the hierarchical foundation that deals
with the speaker and the usage of language.

Figure 1 illustrates the hierarchical structural design of the tagged classroom
corpus in XML, using a short transcript line, “Hello.” The utterance (i.e., the transcript
line “Hello.”) has a start tag and an end tag; in this case, <English></English>. The
language tag implies the speaker’s utterance, representing itself, written generically as

<speaker></speaker>.

<root>
<body>
<speaker>
<English>Hello.</English>
</speaker>
</body>
</root>

Figure 1. Classroom corpus tagging structure in XML caption

The speaker tags can represent other speaker types, such as homeroom teachers,
students, and assistant language teachers. Likewise, the language tags can include other
specific language names, such as Japanese, depending on the classroom context. The
upper ranks in the hierarchy (depicted as “<......>” in Figure 1) can have expanded rank

names, based on the users’ or researchers’ interests and needs. Some examples are
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language activity and language skills, such as speaking and reading, interaction types.

Thus, the rank expansion can describe the classroom teaching exchanges as needed.

3.2 Procedures of Developing the Instantaneous Annotation Tool

This section describes the design of the Classroom Corpus Tagger (CCT)” Version
1.0 developed in this study. The CCT enables tagging of both speaker and language
tags instantaneously with utterances made in the classroom, which significantly reduces
the tagging time. Speaker tags are determined instantaneously by the CCT. Language
tags can be easily selected by simply clicking on the utterance result line. For
developing the language tags, we took advantage of the fact that English is a single-
byte character and Japanese is a double-byte character. Moreover, if it is a single-byte
character, the tag will be surrounded by <eng></eng>. Similarly, if it is a 2-byte
character, it is tagged with <j></j>. In addition, if a sentence contains a mixture of
1-byte and 2-byte characters, <mix></mix> is added outside the <eng></eng> and
<j></j> tags. This makes it possible to generate language tags as soon as the characters
are entered.

As for speaker tags, there is no unified standard, and language researchers have
been assigning them arbitrarily. To cater to this, CCT allows users to freely set their
own speaker tags. When the user clicks on the conversation result line, the speaker tags
are switched in the order that the user has set in advance. This reduces the burden of
tag input for the user.

The CCT can be operated from a personal computer and potential human errors,
such as forgetting to enter the closing tag during manual tagging, can be reduced. The
current CCT version is downloadable and can be activated in both Windows operating
system and macOS. Thus, the CCT operates offline and does not require an internet
connection. The programming language used in CCT is JavaScript, and it works on a
browser compatible with Google Chrome, Firefox, and Edge (Internet Explorer is not
recommended). CCT users just unzip the software file, index.zip, and display the index.
html in an HTML browser to activate the CCT program. The CCT startup screen will
appear in Google Chrome, one of the recommended HTML browsers that can run on

both Windows and Mac. Figure 2 depicts the elements of CCT.
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<?xmi version="1.0" encoding="UTF-8"?> <7xml version="1.0" encoding="UTF-8"7>
<body> <body>
CAICHR <hrt> <j> = Al Bld</i> </hrt>
hello « 2¢ <hrt> <eng>hello</eng> </hrt> « 3¢
</body> </body>
I Al el T |

Figure 2. CCT startup screen configuration

Note: Box 1 is speaker tag input box where the Japanese instruction above says, “Please
register tag names in the box below spaces.” The default values are st, sts, and Art,
meaning st = student, sts = students, and hrt = homeroom teacher. Box 2 is transcription
input box. Box 3 is tagged transcription space. Boxes 4 are “Copy conversion results in
clipboard buttons” (placed at the top and the bottom of the tagged transcription space,
box 3 in Figure 2).

The elements of the CCT are:

1. Speaker tag input box

The speaker tag input box 1 (Figure 2) indicates types of the speaker tags, represented
by “hrt”, “st”, “sts”, and “ALT”. Users can arbitrarily assign speaker tags according to
their needs. For example, if users need to distinguish between individual students —for
example between “st1” and “st2” instead of just “st”—they can type in the new tag
names in the following manner: The speaker tag can accommodate a maximum of 300
characters, including white spaces, and there is no limit to tag variation. For example, if
the tag name is five characters in length, there can be up to 50 different tags (with 49
white spaces in between each name), and if the name contains two characters, there can

be up to 100 tags (with 99 white spaces).

2. Transcription input box

The transcription input box 2 (Figure 2) is for entering the transcripts. By entering the
text in the area between <body> and </ body>, one can convert it to an XML format.
The instantaneously tagged text will appear in box 3 (Figure 2). You can copy and paste
the transcribed text created in advance, or you may type in your text directly. Once you

start clicking on the XML tagged line in box 3, the tagged lines are fixed, the original
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transcript in box 2 will be fixed, and boxes 2 and 3 will not accept any transcript change
(i.e., insertion, correction, or deletion). Clicking on box 2 will reset all the speaker tags.
We may consider this mechanism to be one of the limitations we need to address for
further modification. In this regard, we need to carefully insert the text in box 2. You
can enter text of more than 1,000 lines. Additionally, Firefox is faster than Google

Chrome, as the transcript lines get incremented due to the browser characteristics.

3. Instantaneous generation of XML tags

When a character is entered in the local text input box, tagged XML is instantaneously
generated on the right side of the screen. Figure 3 demonstrates a sample. The upper
left box displays the default values of the speaker tag names, st, sts, and hrt. If you
enter “Hello.” in the lower-left box, the right-hand area will display the tagging result,
<hrt> <eng> Hello </eng> </hrt> immediately. The outermost tag, <hrt> is from the
final default speaker tag name, hrt. Clicking on the conversion result line cyclically
switches to hrt — st — sts — hrt, and so on. When you need to use <st> instead of
<hrt>, click on the tagged line, and, you will have the next <st> tag. Similarly, if you
want to make it <sts>, click on the same line, and you will replace the current tag, <st>
with <sts>. Thus, it is possible to select the desired tags simply by clicking without
typing the tag every time you need it.

Language tags are also placed instantaneously according to the entered text
(Figure 3). English utterances are tagged with <eng> </eng>, while Japanese utterances
are tagged with <j> </j>. If the line includes both Japanese and English utterances,
<mix> </mix> will be inserted. For example, entering “Hello” in the transcription input
box (the lower-left box in Figure 3), the right-hand area will display “<hrt> <eng>
Hello </eng> </hrt>.” Thus, the mixed language text with English and Japanese, for
example, “Hello Z AlZ 5137 turns into <hrt> <mix> <eng> Hello </eng> <j> Z A

2B 1E </j> </mix> </hrt >,
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FROADRCITEZEEVNDTRE 2

[stsshn

ERSRE IV v TR— KO —

<7xml version="1.0" encoding="UTF-8"7> <?xml version="1.0" encoding="UTF-8"?>

<body> <body>

helloZAdC 513 <hrt><mix> <eng>hello</eng> <j> ZAJIC 512 < /j> < /mix> </hrt>
</body> </body>

ERSREIY Y TK- KIIE—

Figure 3. Tagged text displayed in XML tag generation space for “hello = A2 H (X7

4. Copy tagging results to the clipboard
After feeding the transcript in box 2 followed by adjusting the speaker tags in box
3 (Figure 2), we can copy and paste the tagged transcripts to edit and compile the full-

text classroom corpus in the following manner:

1) Press the “copy conversion result to clipboard” button (placed both on the
upper and lower right) as indicated by box 4 (Figure 2), to retain the copied
information.

2) Paste the copied information into a text editor.
4. Pilot Study: Compiling Classroom Corpora Using the CCT

This section discusses the pilot study conducted to test the CCT’s reliability as a
tagger by compiling a mini classroom corpus. The study aims to examine 1) whether
the number of vocabulary items in the tagged transcripts (i.e., transcribed classroom
utterances tagged by the CCT) is identical to those contained in the manually tagged

transcripts, and 2) how the tagging outcomes of the CCT can be utilized.

4.1 Materials and Methods

Five student teachers (four juniors and one senior) at a national university in
Japan participated in the pilot test. They signed a consent form showing their
willingness to share their English lesson transcripts for the purpose of testing the

precision of the tagging process by the CCT. Figure 4 shows the test procedure. The
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first two steps involved manual tagging of the classroom transcripts (Step 1) and
instantaneous tagging of the same transcripts with the CCT (Step 2). Figure 5 illustrates
the tagged samples.

. Tag transcripts manually in XML format; tag set: (speaker; t, s, ss/ language; mix, eng, j)
. Tag the same transcripts by the Classroom Corpus Tagger (CCT)

. Correct tagging errors with an XML document editing software.

. Extract instructor (student teacher) English utterances using XSL transformation (XSLT).
. Compare the CCT extraction and the manual instruction.

. Survey the participant reflections.

AN BN~

Figure 4. Procedure of testing manual and the classroom corpus tagger (CCT) tagging

Raw transcripts [English translation] = Tagged transcripts
-Single language use interaction by the -Single language use interaction by the
teacher and the student teacher and the student

T:Z) V) EEMTH7200H D,
Lx®»F A7 >7To [So, whatisa
knife for?]

S: 4% [To cut things.]

<<G>FE )W) L EMT LD D
D, LxdHtA7-oT<><it>

<s><> Y% </j</s>

T: 9 A. Y%, [Yes, to cut things.] = <><> ) AL YA <</
. -Mixed language use by the teacher
-Mixed language use by the teacher D <o<mix><j> 75 b </j><eng>

T: 72725 [So,] something to cut.

something to cut </eng> </mix></t>

Figure 5. Tagging samples

Following the first two steps for tagging classroom transcripts, the tagging errors
detected by Editix”, an XML document editing software, were revealed in the third
step. The manual tagging (Step 1; Figure 4) was prone to XML grammar errors, while
the CCT tagging (Step 3; Figure 4) resulted in no such errors. Table 1 illustrates the
summary of errors that appeared during manual tagging. The manual tagging resulted
in more end tag errors than start tag errors, except for the start tag, eng in the transcript
M2 for a good reason. Manual tagging is likely to cause errors, and Table 1 suggests
that human coders are more likely to miss end tags due to inattention to attaching an

end tag, which does not occur in the CCT tagging.
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Table 1. Error summary of manual tagging

Manually tagged Tags (start tag, /end tag)

transcript t | /t | s | /s | ss |/ss |mix|/mix|eng |/eng| j /j | cd|/cd
Ml 0] 603 ]0 0] 1 5 4110 | 1 3] - -
M2 0,2 ]0]0]0O0 0] 0 2 (528 5|1 1| -1 -
M3 0] 0]0]0]0O0 0] 1 0 0/ 0] 0 0] - -
M4 1 10 ]3]0 510 0 1) 711 410 |37
M35 0|1 J0]O0]O0]14]1]10 0, 5|1 5] - -
Sum 1 |10/ 0| 6| 0 |19 3 [17]633]27| 4 |13] 0 |37

Note: t = teacher; s = student; ss = students; mix = mixture of English and Japanese in
utterances; eng = English; j = Japanese; cd = audio CD; M = Manually-tagged transcript. a.
The participant that coded M2 misunderstood the tagging rule, and misplaced </eng> for start
tags.

The next step (Step 4; Figure 4) used XSLT to extract the teacher’s English
utterances. The XPath to reach the teacher’s English utterances; <xsl:copy-of
select="body/t/eng”></xsl:copy-of>, extracted the utterances. Table 2 shows the

extraction summary.

Table 2. XSLT summary: the number of lines of the teacher’s English utterances

. Tagged by Discrepancy
Transcript ID Manual CCT (CCT-Manual)
1 266 202 -64
2 342 340 2
4 350 271 -79
5 144 117 -27

Note: XSLT = XSL transformation. CCT = the classroom corpus tagger.

As Ohashi, Katagiri and Oshikiri (2021) implied, the results revealed that more
utterances could be retrieved through manual tagging than through CCT tagging.
However, the manual tagging did not necessarily encompass the CCT tagging. The
XSLT results from either one of the two tagging methods contained lines that did not
appear in the other tagging method. Such lines were complementarily distributed in the
XSLT results. Table 3 shows the summary of the complementary distribution quantity

of the two tagging types.
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Table 3. Summary of the complimentary line quantity extracted by XSLT

. Tagged b Discrepanc,
Transcript ID Manual 8EECOY CCT (Manualli C(}JIT)
1 73 7 80
2 6 ! 7
3 13 1 14
4 79 0 79
5 31 3 34

The complementary lines, those not appearing in the counterpart tagging method,

turned out to be of three types. Table 4 shows samples based on discrepancy types.

Table 4. XSLT extraction discrepancy due to tagging error types

Type

Tagging discrepancy sample

1
(Double-byte non-

T: It's Wednesday.

CCT: <t><mix><eng>It</eng><j>’</j><eng>s Wednesday.</eng></

literal English mix></t>
characters) Manual:<t><eng>Yes, it’s Wednesday. </eng></t>
2

(Single-byte
characters for
transcribing Japanese
proper nouns)

T: Heis XXX YYY.

CCT: <t><eng>He is XXX YYY.</eng></t>
Manual: <t><mix><eng>He is </eng><j> XXX YYY. </j></mix>
</t>

3
(Mis-tagging)

T: 1 )V — 7°C 1 eraser [Translation: One group can have one
eraser. |

CCT: <t><mix><j> 1 7 )b — 7 T </j><eng>1 eraser</eng></
mix></t>

Manual: <eng> 1 7" ) — 7T 1 eraser</eng>

Note: XXX = a Japanese first name. YYY = a Japanese family name.

Type 1 tagging discrepancy resulted from the use of double-byte characters for

apostrophes and the use of “smart/curly” double quotation marks. Type 2 resulted from

different treatments of Japanese proper nouns, such as a person’s name, being

transcribed as English utterances. The transcriber took Japanese proper nouns to be

Japanese, and thus, manually tagged them with <j> and </j>. However, the CCT tagged

the Japanese proper nouns with <eng> and </eng>, as the CCT recognized the names

represented by single-byte characters. The final discrepancy type, Type 3, resulted from

tagging errors caused by manual tagging (Table 4). The error tagging example contains
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a Japanese utterance, 1 77 ) — 7, indicating one group, with an English utterance,
“easier”, adding to the manual English tagging count. The manual coder should have
initiated the tagging with <mix> followed by <eng>.

The three error types (Table 4) resulted from the use of double-byte character
(Type 1), orthographical representation of L1 proper names (Type 2), and by missing
tags, mostly end tags (Type 3). However, the discrepancies were narrowed down when
we considered (1) the Type 1 error mixed utterances to be English utterances, as such
mixed utterances contained nothing but English, and (2) the Type 3 error English

utterances to be mixed utterances, (Table 5).

Table 5. Modified XSLT summary: the number of lines of the teacher’s English utterances

Tagged by
Transcrint ID Manual CCT Discrepancy
p (initial count — Type 3 error  (initial count + Type 1 error (CCT — Manual)
English count) mix count)
1 263 (266-3) 271 (202+69) 8
2 342 (342-0) 342 (340+2) 0
3 73 (73-0) 71 (62+9) -2
4 347 (350-3) 346 (271+75) -1
5 142 (144-2) 146 (117+29) 4

Note: XSLT = XSL transformation. CCT = the classroom corpus tagger.

The errors were attributed to the CCT’s tagging, not manual tagging. As for Type
2 errors, an explicit rule for encoding Chinese, Japanese, Korean (CJK) proper nouns
can prove helpful in avoiding errors. For example, the CCT users can avoid tagging
errors by consistently using Unicode CJK characters in encoding CJK proper nouns,
instead of encoding them using single-byte alphabetical characters. Thus, tagging of
transcripts by use of CCT can yield classroom corpora with reliable speaker and

language tagging.

4.2 Participants’ Reflection Survey

We procured information regarding the participants’ reflections on the technical
issues of CCT and their views on the potential for reflective practice in the development
of teacher talk in the classroom. In the section below, we first address the participants’

thoughts on the technical issues of CCT, after which we describe the CCT’s potential to
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train preservice English language teachers.

4.2.1 Advantages of the CCT

The survey first examined the CCT’s technical issues. The participants completed
a questionnaire on their impressions while engaging in the two tasks; manual tagging
and tagging by CCT. The responses revealed that, according to the participants, the
CCT is more advantageous than manual tagging in terms of tagging time, the
cumbersomeness of nesting XML tagging structure, and the consistency of XML
format. The participants reflected that manual tagging took a long time and was quite a
troublesome task (participants 1, 2, and 4). Some participants also experienced
difficulty locating exactly where to embed the <mix> tags in the nested structure within
a single speaker turn (participants 1 and 5).

All the participants testified that tagging through CCT was far quicker than
manual tagging, especially the language tags. However, they were bothered when they
needed to select the speaker tags. This was partly because the speaker default values
were “st,” “sts,” and “hrt,” which forced them to add their own original speaker tags.
The added tags involved more clicking to select the intended speaker tags. The
individuals doing the tagging were expected to place the appropriate speaker tags in
such cases (participants 4 and 5). Besides manual selection, CCT reduced the overall

workload.

4.2.2 CCT’s Potential for Reflective Practice

The survey also investigated whether the participants could utilize the CCT for
their reflective practice. This sub-section discusses the potential use of reflection on the
tagged transcript data, although reviewing the video-recorded data can contribute to
reflective practice as well. The participants re-evaluated their English lessons by
revisiting them again while tagging the classroom utterances. The questionnaire
focused on the preservice teachers’ reflections on the quantitative and qualitative use of
the target language (English), instead of their first language (Japanese). The
questionnaire also allowed the participants to express their views on any of the aspects
which could not be covered by the survey.

By observing the use of target languages (L1 and L2), on the one hand, four out
of five participants reported that they resorted to their first language, Japanese (L1),
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rather than the target language, English (L2; participants 1, 2, 3, and 5). Some realized
that they preferred speaking L1 when they supplemented the explanation in L2
(participants 1 and 5). On the other hand, one remarked that her students had more
difficulty in understanding L2 grammar explanations (participant 5). This participant
reflected that she had to switch codes between L2 and L1 by judging the students’
reactions.

By observing the CCT tagging, the participants obtained insights into the quantity
and quality of their L2 utterances. The majority of participants reflected that they could
have spoken more while speaking in L2 (participants 1, 2, 3, and 5). One remarked that
the preservice teacher would have spoken less, thus allowing the students more
opportunities to speak L2 (participant 4). Another participant suggested that the
preservice teacher refined the quality of classroom talk, despite the adequate L2
exposure toward the students during the lesson (participant 1). For example, the teacher
would have used easier words and expressions besides being more concise (i.e., used
terms less frequently). Another participant commented that the preservice teachers
should be more careful while using articles and make a proper distinction between
singular and plural nouns when they refer to nouns (participant 2). Another participant
confirmed that the teacher’s L2 pronunciation and grammar were correct (participant
5).

With respect to the participants’ overall impressions of CCT after tagging their
classroom transcripts, they were able to improve their understanding of the teacher talk,
regardless of the use of language (L1, L2, and L1-L2 mixed language use). The
elaborate and explanatory language of the preservice teachers when explaining L2
grammar and language tasks was the first to be noted. Two participants commented that
preservice teachers unnecessarily explained the lesson points, which caused
unnecessary confusion and resulted in a reduction of the activity time (participants 1
and 5). The participants benefited from observing their lesson transcripts that came out
with the tagging. The tagged transcripts helped them understand the patterns of teacher
talk, pronunciation, and grammar mistakes made while using L2. One participant
mentioned that the understanding would lead to improvement in the classroom teacher

talk (participant 5).
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5. Discussion and Conclusion

This section summarizes the paper by illustrating the CCT’s advantages, its utility
in compiling classroom corpora, and its potential application in teachers’ reflective

practice.

5.1 CCT Advantages and Limitations

The CCT can be used as a tool for compiling classroom corpora that can
contribute to the improvement of language classes through reflective practices. The
CCT tagging replaces the time-consuming manual tag-attaching task, which facilitates
researchers’ and teachers’ endeavors to compile classroom corpora.

This study highlights the three ways in which the CCT can assist potential users.
These significant benefits of using CCT were highlighted by this study:

1) It performs time-consuming tag-attaching tasks with more accuracy in less
time.

2) It prevents errors that are likely to occur as a result of manual tagging.

3) It appends more speaker tags than can be attached to the utterances, based on

the class environment.

Therefore, the CCT is advantageous as it not only lessens the labor but also the
time required for the compilation of classroom corpora once the CCT is supplied with
the classroom transcripts. The CCT can assist in encouraging researchers and teachers
to increase the use of classroom corpora, which will eventually facilitate teachers’
reflective practice, besides providing more opportunities to corpus researchers.

Extracting specific utterances with tags attached by CCT, such as teachers’
English utterances extracted by <teacher><eng>, or students’ English utterances tagged
as <student><eng>, CCT enables us to count the tokens of both teachers’ and students’
Japanese/English utterances. Tagged classroom corpora created by CCT provide the

following information as the source of reflection:

1) Linguistic phenomena such as type and the extent of the language used in

class.
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2) The ratio of both teachers’ and students’ talk.

Teachers can use quantified utterances such as types and tokens gained from
corpora to compare linguistic phenomena, including the diverse vocabulary usage
levels, among different classes and examine the effectiveness of their input.

We are presently in the initial stage of developing CCT, and are aware that we
need to expand the current tag set further, to encompass a higher hierarchical classroom
discourse structure. As mentioned above, the participants stated that the relatively rich
information tagged text allows for qualitative analyses in addition to quantitative
comparison among classes. For example, qualitative observation of tagged utterances
can examine the type or amount of teacher’s talk that facilitates students’ English
production. Additional tags categorizing different input types are also likely to help
investigate the effect of each input type that contributes to students’ participation. These
are some of the aspects that differentiate the CCT data from video-recorded materials.

As a rule, the CCT assigns <j> to double-byte characters and <eng> to single-
byte characters. Therefore, <j> is displayed even if you enter other double-byte
character languages, such as Chinese and Korean. Similarly, as long as it is a single-
byte character, such as French and German, the tagging result will be displayed as
<eng>. Possible tagging errors that occurred could have been avoided by controlling
the transcribing method by a text editor. CCT users must note that the CCT is a
software program exclusively designed to tag Japanese and English characters. This
means that the CCT still requires improvements; which is a limitation of this study that
should be addressed in future work.

Further improvements should consider following the text encoding initiative®
coding guidelines for speech transcriptions. Multiple attributes in speaker tags should
be used to describe utterances’ of speakers, and their use of language in tagging. One
example might be to encode <sp id=“1"” who="teacher_1” type =“complete”
lang="eng”>Hello.</sp> instead of <t><eng>Hello.</eng></t> to specify a speaker,
and the language use in one single tag.

Another limitation, but not the last, is that error counting the manual tagging may
be called into question. In the pilot study, the five participants individually tagged five
different transcripts. We could have obtained a more precise tagging error count caused

by human tagging if the five participants had tagged the other four transcripts instead
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of just one.

5.2 Application of Reflective Practice

As suggested by existing reflective practice literature, the reflective practice of
the participants fostered their critical awareness of the need to improve effectiveness
and aided in the development of their classes. The responses to our survey revealed its
significance in critical reflection, which was evident in the positive comments.
Participants confirmed that engaging in reflective practice through corpus compilation
guided the teachers to evaluate themselves and identify their weak points. These
findings conform to the findings of previous studies with regard to the benefits of the
reflective cycle, in which educators observe, analyze, and develop action plans (e.g.,
Zwozdiak-Myers, 2012; Mann & Walsh, 2017).

Transcribed and quantified data, gained through the compilation of a classroom
corpus, can prove to be a useful medium for prompting reflections for language
teachers. Walsh (2013) mentioned that improving classroom interactions through
reflective practice can prove to be an effective means for professional development.
Thus, the CCT can assist teachers, especially preservice teachers, in corpus building
that can provide valuable evidence for their reflective practice, eventually facilitating
the effective development of their classes.

Mann and Walsh (2017) also pointed out that reflective practices require
appropriate tools for collecting evidence to reflect upon. The CCT can serve as one of
those tools, because it enables teachers to compile classroom corpora more easily,
compared to other tools, and eventually helps to quantify utterances made by the
teachers and students, thereby enriching reflective practice through observation of
quantified classroom data. The results of the survey discussed in the preceding section
substantiated this. The participants remarked that they were able to reflect on their
language use with regard to the L1-L2 ratio, and L2 linguistic errors, such as grammar
and pronunciation identified in teacher talks. The CCT provides easy access to
numerical values of the transcribed text. The numerical information presents a clue that
helps in a better choice of language or instruction in class. Furthermore, such data can
supplement video-recorded materials in reflective practice.

This study demonstrates the advantages of CCT such as reduced painstaking

manual tagging time required for transcription and also reduced errors associated with
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the airtight start-end XML tag nesting structure. The classroom corpora complied in
this manner could potentially provide the opportunity to the teachers for reflective
practices.

CCT usage for the compilation of classroom corpora creates a pedagogical
sequence of initial teaching, followed by reflection (reflective practice), and teaching
again after reflection, when improvement will be expected. This primarily satisfies the
need for classroom-related research, and also facilitates the professional development
of language teachers. For example, quantified classroom data gathered through corpora
quickly shows the number of vocabulary items included in tagged utterances; this can
be used by researchers to compare different classes, enabling teachers to reflect on the
improvement required in their teaching.

Expanding the use of CCT tagging, for example, to include the interactions and
different tasks, will allow teachers to contemplate their classroom interactions more
deeply and provide a wider opportunity for deep reflection. Such teachers’ reflection
through quantification of their utterances in a classroom will increase their awareness
of what is needed to improve their classes. It will not only facilitate scaffolding but will

also provide a more refined language exposure to their future students.
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Notes

1. The CEFR-J Wordlist Version 1.6. Compiled by Yukio Tono, Tokyo University of
Foreign Studies. Retrieved from http://www.cefr-j.org/download.html#cefrj_wordlist
on 07/03/2021.

2. CCT download is available at: https:/drive.google.com/file/d/1TuDOM Awhiub1miKt1n-
_qSw-Mmzira9Ek/view?usp=sharing

3. We used EditiX XML Editor 2015 for macOS.

4. Text Encoding Initiative guidelines (2014), 8.3 Elements Unique to Spoken Texts,
P5: Guidelines for Electronic Text Encoding and Interchange, available at https://


http://www.cefr-j.org/download.html#cefrj_wordlist
https://drive.google.com/file/d/1uD0MAwhiub1miKt1n-_qSw-Mmzira9Ek/view?usp=sharing
https://drive.google.com/file/d/1uD0MAwhiub1miKt1n-_qSw-Mmzira9Ek/view?usp=sharing
https://tei-c.org/release/doc/tei-p5-doc/en/html/TS.html
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tei-c.org/release/doc/tei-pS-doc/en/html/TS.html
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In this paper, we first review previous parallel corpora and analysis studies. We
also suggest some future directions in this field. Then, we outline nine parallel corpora
included in Parallel Link (Ver.1.0), an online analysis tool for Japanese-English/
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text processing, annotation, creation of full-text search indexes, and file organization
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Wb, EBICLEFHRDDL 2 HEBY TR LEEAIL 2D, Z0H
MEARFET RETHAH ) HERI— /XAy a—F - gL T=—


https://www.sketchengine.eu/
https://www.kufs.ac.jp/faculties/unv_education/unv_program_bi-language.html
https://www.kufs.ac.jp/faculties/unv_education/unv_program_bi-language.html
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N34 %A, CasualMultiPCone D BAZS & Mk L TH H 7z,

2.3. NZ LI O— N EHAE

28 (2020) THFE EBO/AY, EHNOHRE - EHNXST LV T —S2AFEHL
TERERLROMIFEIIZ v DL % 578, 2002 FFI2FH &Nz [HFET—
IXAWZE] 559 FITIIREN TV D 9RO LIT VTN BEED/XT L)y T —
ISADEERLHR T T 7T 4, HHEGAZML LTHROTEETH L, BRR
Wk, FEEFENRABASER L LD, HERBBICER LK - HH
(2002), HAREA % & & HIEFEFRB & 04 L72MH (2002), when #i% B D
T (2002) % EA3H B 2002 4ELBETIE, FORUITMKY, KEEEIEGE
FHOFFEN 7 &2 24 L7247FF (2006, 2008a, 2008b), 71 4 /1 FiEDFEH
Z Y 11772 Nishina (2008), HARFHEEEEE & Z OMREAEE L 2504 -
RN - IR (2011), ARAF AR OFCRERE SR —E & HIEFR % 5047 L 72
Oya (2017), Z#LC, HAFEHH (D5 OFRT=y b % HARFET —
Z (BCCW]) L H#/8F L )ba—/32 (WikipediaKyoto LWP) % & 4347 L
AR (2020) A H D (BIREFEUILRHEMENER 2 & O 755 TR FE RS
MHHIMND). BB, INOLOHRTLIFIHINTOT 74T —%HV7zifzeidd
7, Geg - AR - bk (2011) &ASEF (2020) ASEIUCH Iz,

—F, WEEHEBERERICBWTIX, v —)VEI%E< DDL O#EE WG - shFmk
PR ICBE A %R, #1218 WebParaNews (https://www.antlabsolutions.com/
webparanews/about.html) @ HfEA (2014, 2015), Anthony, Chujo, &
Oghigian (2011) %, SCoRE (http://www.score-corpus.org/) @ Chujo,
Oghigian, & Akasegawa (2015), Mizumoto & Chujo (2016) 7z & D LA
FEINTWD, FFIZSCoRE ICBI LTI, [MEEICER L 72 f# CHRZLGE
BISCH# 10,000 3 &, HARNFEFEHAAYT S U 72 HARFES IR 2 H R
S, FELLRUDHHI SN TS, H - EFEORLB T 53 55618, ek
ENSHFET 7 A MDMIER - KLl e L CEB SN OPEETHL 720, F
FERTE L BBWIIEOFH L TROSND/8T LIV T =N AO-ED R L Z L IC
HME SNV,

CNPHDNT LIV T —=NABRICE LT, BHED/NT L)y a—/3AHF
OEREIN—FERETELHRE Y — VORI EDIE, HI3E - EOHROED
SMDES LY, BEDFE - DY X VIV I L OFIFREREOMI R, Hf1 -
FPRFE D 5 WVITFFE T — & X— 2B/ SN TV L FGE - BB 2B


https://www.antlabsolutions.com/webparanews/about.html
https://www.antlabsolutions.com/webparanews/about.html
http://www.score-corpus.org/
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TTHIEDHEE e hs HDHWVIE, — T4 DEEL TS DL TR
GAEDONRT LN IA—=NA WIS EZ HNE, B2, BEORRK
WX BERA N7V —O=IAELY RIAAR—EZD/NFT LV T—I/XAD
s & 7 oWFge b BRZE W, BRI, F—oREEED T 7 A~ (source
text) EHHOFMREIZL > TEREINZZOHESHED T 7 A+ (target
text) DEXLET TA AL M THIETHESINL—WHED/INT L IVIT—I8R
FZEHTE, BHERE ORI A b7 7 Y — OFUMERLHEEATTHIL TE 5,
POE L ZHIRRE P BICHEE LTV AERA N7 7V —OfHO AR LT, %
HREZOEEL T2 L LTHHILTE2DTHL, ZEFTTII, VM A-F v
O )V Alice’s Adventures in Wonderland |\ Z\ZENERFE 39 A2 X B EF 55 O HAGER
FRASHEAE L, Through the Looking-Glass 213 20 ADOFIRFEIZ & B EF27 ® AR
FEFURDSEFEAE L T b (L <1d, http//www.hp-alice.com/Icj/g_contents.
html)o F 72, A (2001: 4-7) 12 LA, 1998 4EIF S Cilj 7 1) A OFE M 1L
O FERIESHFEL TWEEWVIFH LD L, CNHOFRIEHMTH LN
B MR TR E RIS T 5 7201213 — R Z D35 L)LV a — S 2 O EE)s
VERTRTHY), EZFOMB LIS, B TED L) LIMRITEETH L,
StEOFFRIIZE % g S 25 L TZOMEL ST —ZEDOMIERH A ) o

3. [1xZL)>7)] (Ver.1.0) DOREFREME

M EF COHRE-HEH/ ST LIVa— 32 (W52) okt <, BMEOH -
BHNRT LN T—=RNAG R LRETE LT T4 VR — v 35 L))
> 2] (Verl0) % Lago NLP (IH Lago Si&mfzeir) & LRIpFEHTH S, 10
B - RN (2021) 2RT X 12, Verd0 FTZFEL T 54 10 FE5TH D
AKTaT s bTIE, BENICEY Y U VIZO ERFAFIRO S L L a—%
ZREBHL, RELTVEI Y YD T— 82200 TIE—5 5 ORESE & et
LTWh, REITIE, ZOHE—EEE LTIYHATYS 70 5 1 7R
FEDNIRT LN A—=INADEEEL, TNOoOT7 7 A ML, 75— 3>,
EYRBA VT 7 AOIERR, 7 7 A WVEBIZOWTHIT 5,

31. s L) > 7] (Verd1.0) ICHEHFED/NZLILO—INX
A — VORI S, BFEO/ ST LIV a— A0 5% HEE L 72, &k
HSL LA EANRT LV T— AT, FEIHICBWTKRTTRLZEF9


http://www.hp-alice.com/lcj/g_contents.html
http://www.hp-alice.com/lcj/g_contents.html
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THb5 KBS« 787 L)L a—,5Z JParaCrawl (1,000 Hxt) (http://
www.keclntt.cojp/icl/lirg/jparacrawl/) b Ik z= it L72As, 7 4 AHE W
T2OSHIER%E ST 2, THATI v 75 HD/87 L)L a— /3 A Asian
Scientific Paper Excerpt Corpus (ASPEC) (300 J/ix}) (http://orchid kuee.
kyoto-wacjp/ASPEC/) DL T L7225, 4o [xsLvy v r) id—
A AZHIEL CWAZ Ehn, BIERRICRE SN TV M50 — /XA lkE
BHTWARWS =T, 2 (2020) TIEBLER KT ~OH3E - EHFHT—
INA KRG LA RN Tz2s, 4H, A X% b oo JESC e S 57
gtafR-o720 F72, Tatoeba T — /S ZIZYNEERS LT L HAHFIRLDITIC % -
Fo R T — X 20, DI L 726 8RO % B4E 20 TR L 7249 15 Tt o
I—= A TH DY, FELPEEROA%N *HDLZ ENLEDLT EIZL
721

mB, BEHRTIESCORE B2 — /S 2% EH T 5 2 L RETH DA,
SREFEN AT L TEAREE L7 9O Tld, SCoRE % B < fil 8
DINT LN T=NA% VL REDPS LLgwy (2R 2020 200), $72, £a—
ISAFA DR B ENDS, T—XAMTHREST (Vx> - LYASY—
GH) RTTREICT 72012, T—/ 32T &2 100 JiEd 72 ) oA i % 325
TOWEE A VI — T2 —ALEETLFETH L, L Lah s, SHIER
L7z 9FD I3 — /S A2 TUEME L 72k - W0 % BIB9S S e Wil
BEtkb 5720, RUICETFTMO/ST LV a— AR IEa— /S 20BN D
Ver.20 MIEIZHET L7zw s

32. 151y y] (Ver1.0) ODF VX MUE -7 /57— 3>

WIS, BT ULNI—RADT =<y MNafi—T 57201277 A ML %
B L, FEREICIEMAE®R HABICEEEREHREZMNS L. 2L T,
Blacklab Query Tool (https://inl.github.io/BlackLab/query-toolhtml) % >
TEYMMEDA VT v 7 A% L7z £, 77 AMLELLCT 27 A D
sy —=r7, Tra—71r7Ofk— (UTF8), 7+—<v FDft—, &
YTy AID oG EREL 72, BUTIE, M7 74 vod 7w (TED) Th
Bo WIZ, il - WERGMEMNS Lo, £3, EXICH L T,
Stanford POS Tagger (https://nlp.stanford.edu/software/tagger.shtml) % H
WC, EEE, L, adile Sailll T 21 me g Lo, £, HAGEIZ
B L CI3EREEMAT 4 Sudachi (https://github.com/WorksApplications/


http://www.kecl.ntt.co.jp/icl/lirg/jparacrawl/
http://www.kecl.ntt.co.jp/icl/lirg/jparacrawl/
http://orchid.kuee.kyoto-u.ac.jp/ASPEC/
http://orchid.kuee.kyoto-u.ac.jp/ASPEC/
https://inl.github.io/BlackLab/query-tool.html
https://nlp.stanford.edu/software/tagger.shtml
https://github.com/WorksApplications/Sudachi
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Sudachi) ZfEMIL, £EF, FEEHK MBI REREHRZNT L.
Gk, CHMAOEHRZTEL TV 5,

TED 00001 0000000001 I'm going to talk to you tonight 4 355 L3 % Dl

TED 00001 0000000002 about coming out of the closet 71 X > 777 MIDOWTTY

TED 00001 0000000003 and not in the traditional sense \ hWw 5 [H3I ¥ 77 M)

TED 00001 0000000004 not just the gay closet. 74 72T HHHIFAZ & TlddH ) THA

TED 00001 0000000005 1 think we all have closets. #fE L & MIBEZ{Fo TV ET

TED 00001 0000000006 Your closet may be telling someone Z DA IZFEN TV 2 DI

TED 00001 0000000007 you love her for the first time A CHIOTEDEHEZTHZ L%

TED 00001 0000000008 or telling someone that you're pregnant -4 L 722 &

TED 00001 0000000009 or telling someone you have cancer 7/~ CTH 5 Z & # {52 AT b LNLFHA
TED 00001 0000000010 or any of the other hard conversations 112 A7 5 A5 A TR 52—

1. 945R7 7144 > 7 (TED)

33. [1XZ L)) (Ver1.0) DEIXIRRA > 7T v 7 ADFERK

D%, BYREA Ty 7 ARMER L7z, LI, RO MSEIER, B
REFIE R * & T Blacklab Query Tool D4 > R— b7 7 A VEER L7z 7 7
A NVERIZ XML Th 5,

<?xml version="1.0" encoding="UTF-8"?>
<docs>
<doc corpus="TED" subcorpus="" fid="00001" sid="0000000001" type="en" counterpart="
S BEE LT A0 ">
<sid="TED::00001:0000000001">
<w p="PRP" I="T">I</w>
<w p="VBP" I="be">'m</w>
<w p="VBG" 1="go">going</w>
<w p="TO" I="t0">to</w>
<w p="VB" I="talk">talk</w>
<w p="TO" 1="t0">to</w>
<w p="PRP" 1="you">you</w>
<w p="RB" 1="tonight">tonight</w>
</s>
</doc>

K2 4> R—rT77AILH>TIL (TED EX)


https://github.com/WorksApplications/Sudachi
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<?xml version="1.0" encoding="UTF-8"?>
<docs>
<doc corpus="TED" subcorpus="" fid="00001" sid="0000000001" type="ja"
counterpart="I&#x27;m going to talk to you tonight">
<s id="TED::00001:0000000001" corpus="TED" type="ja">
<w p="‘4% , BIFTRE 5 1=" A0 > S </w>
<pu> </pu>
<wp=" %, AR =" BaE L "> B L </w>
<wp="®pE, HiZ N ="$5 "> §5 </w>
<w p="4%F , JEHIL, — i 1= 0 "> 0 </w>
<wp="BhE , BB 1= 1> 1 </w>
</s>
</doc>

K3 A>KR—r 771 H>TIL (TED HAEX)

3.4. 77 A IVEIE

WEHBDOT 7 AT 7ANIZDOWTIE, KELFTTCIEDOT + V5
(formatted; annotated; blacklab) (Z#H L7z, 3, formatted 7 + )V 214,
NI LNV —=NAOFEE I LIWZIHBEHOY 77 + v & (JESC; Law;
OpenSource; Reuters; SCoRE; Taiyaku; Tatoeba; TED; Wikipedia) 73 & &
NTwb, /2, FF 77+ V05 2E, ENENLT 2HEOT 7 A7 7 4
WONEEENTVDE, T—NATF—F 1L, T—/8A, FTIT—I%A, 774
ID, 7Y AID, X, ALDEODT 4 — )V Ko Sh, £7 14—
VRIS 7 TSN TwE, Tya—7 41 Y ZidudotBYy, UTF8 T
F—LTWwWb, VU7 F—%IE, a—SA, ¥7a3—1Z, 774 VID, 77
ANBDADODT A=)V FPLHERIN, %714 —)VFidy 7 TRYSLNTw
bo MEEY —VERIETHEEI, TTOIA—INAT 7 A NEFIRT B2
WoHLh, 7z, origmal 77 4 VS HEL, ZHLICIEIAWEETOICT —
FERE N T 5,

[Z—= 24 |t F— T+ =~y bODIA—ISAT—%
[ 2 —/3Z% |metadata.txt... TTOI—IXAT 7 A )VET7ANVID EDY) V7 T—4%

M4 EHT T NF RSN TWE 2FEDT VAN T 7ML
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K2, annotated 7 # )V FI21L, formatted 7 A VFIZH LM —T + —< v
FNDOI—=RATF =527 /T —va VIEREMNG L7277 AVEIIL T
bo 77AND T +—<v Maujako & B Y XML 7 7 1 )V C, Blacklab
Query Tool DA Y R—=1+T 7 A NWVE b, £ —/SAIIDWT, JLEHTL
D 2HEHHD XML 7 7 A VBSHEBEIN T 5,

%12 blacklab 7 #+ )V #'121%, Blacklab Query Tool DA > 5 v 7 A7 7 4
NHAPBFENT VS, MEY—VONY 7 20 FO&REEZR-T, bk
BT VANRE, T T—ay, &A Ty 7 AMEK, 7 7 A VEHEAT
)T ET, BN LIV a— S A n L7z

4. F&®

AT, IZUOIBELSHAET TOHRE - EH/ST LIV a—/SARHE
V=, ENOREHLMEEOEBZRYIED, IhhbDREERIBT,
ZFLTC, BFEBRETORNE - EANRT LIV —NAF 54 EY— IV I3
FLY rr] (Verl0) W CHEBFED/NT LIV I —/RAOMEL 77 A ML
70— BEOFEMEEIZOWTHR L. YHMEY - VDAL V5 —
7 — ARFEEL T L MBHEEOM N, HHPIE R SI2onw T, mEdo
5o

Eif3:

ARFZEIL JSPS FHFE: 20K00692 DBk % 521372 D TH %o F 72, 2021 4
10 A2 HICH Y A4 A TRESNABERE T — /S AR E AT HIRARIZBWT
SR LD O, KIELME - BIEZiEL -0 Thb, 2212, [/¥5
LY v o] OBEICHED - TIEW 2% ® Lago NLP (IH Lago SEEMT
Z200) OAREN N, B LU SCoRE DB — A ZBEHT L L2 D
it 728 o 7opiRiE R A o HAKRS:), BITE SCoRE O —#EDOWZE % 5|
ENTB LN L HAETIE (TRERY), 75 CICBRE ORI
DEETRT o
pES
1§

aul
e

<%, http//www2nict.go.jp/astrec-att/member/mutiyama/index-ja.html %

W

FL
Mo

Z

\


http://www2.nict.go.jp/astrec-att/member/mutiyama/index-ja.html
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71— F— A0 Y KFO Graham Neubig KD ™7 = 749 A |+ http://www.phontron.
com/japanese-translation-dataphp?lang=ja b %12 L 72,

—EZIB LRI, VT TR ADY A XRLNT VA, BETFA LV ZFZDOLOD
EARHIST A 2 EDHE LW, [HU ] Ewvw) 2 e 2 2 Cldfvni,
WFWe I a2 E2 L, WET 7 AMOBRMEEZFE—T 52 UL <,
FZEDOHR % S THFMOMMEOMEDL H 5720, ZO/N— KIS EIZE .

JEEONT LIV =S A B FEN L C— BRI A 2 L8, BEFETT

ELHE—HRTHL ). T, EIWMTHENT S D¥T L) ¥ 7] (Verld) @
PFENERD > T2,

CARHEN - 2OV T - S (2014, pAl) IZEIUE, LExR ALV TR T A vk

[ 50 LORESNIHRERITES T, a—RAhLlL %54 TDan
T—va yOWMEMB L2RHRE, N — 2 TEITERL Ta - HISRR
5= 2MFEFE] THY, [FEOFEDOLENIRSL Lo r—2 a >
7O EPOMWAETE L] LT 2,

CHESHITHIANTT S 255 L) v 2] (Verl0) T, FHEDICLF VALV TOT 7

17 —OERRTERTLFETH LD, Ver20 DETIZI > a—8 v — L 3EH
TATETH S

LI =8 - T USRS, BHEIUSE T2 ) ON— N3 b0, BHE

FEQ—RA L BN RT LNV T =S ADF R ERIZFTIEEA T
Vo Xo T, HEE TP TEL2052E 272048, BERELAEMERT 2 [N
FLNVY 7] CIE—FEDERDEDH A,

NEFHIZBZ S5 TEETH L L0 s, MHEZRE LWEEHO Y — IV
ZEH DT,

10. IEFEIZ 12 146,784 SLASHAGE L WFEOWM T TEIANTEB Y, KEFELTH Y,

11.

WXDOREHNFET 772 35, RET 45 EL0#E27H 5 (http://hihan.
hatenablog.com/entry/2019/01/20/070254) . 7z, 41 A& 721 300 fH DL E
HFRL7-2 00, BIREVPSHALET 2 — )7 CREDO AR NKFA IR
OV 27 MIEBMLOBERBRES > T AEELELDH Y, BHo M TIEREET
EBWVEWVI) READD 5,

7272 L, JENAAD (ZPEICIEMERAT ST LT 5720, R ICE 384
3% (JENAADDOEE T A v AIXIEBH T HBETH S ). [HEEIC
Hiragana Times HERM R I —SAFT =5 D7 H 73 v 72— AE— KD 40% 51
&M 150 L TR TH b,

SENH

U

WS - SV T s 772 v 2 b - SIEE (2014) [NINJAL-LWP OFHZERE
el T8 6 Ml a— /XA P ARFESE T — 27 2 a v 7FRE] 41-50.

Anthony, L. (2017) AntPConc (Ver.1.2.1) [Computer Software]. Tokyo, Japan: Waseda

University. Available from https://www.laurenceanthony.net/software.html

Anthony, L., K. Chujo and K. Oghigian (2011) "A Novel, Web-based, Parallel Concordancer


http://www.phontron.com/japanese-translation-data.php?lang=ja
http://www.phontron.com/japanese-translation-data.php?lang=ja
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for Use in the ESL/EFL Classroom." In Newman, J., H. Baayen and S. Rice (eds.),
Corpus-based Studies in Language Use, Language Learning, and Language
Documentation. New York: Rodopi, pp. 123-138.
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Abstract

Regarding the use of the non-finite verbs in the complement of perception verbs,
“be + -en” is unacceptable, while “{being / get} + -en” are acceptable. However,
unacceptable forms such as “see NP be + -en” are used in practice, for example, “I
couldn’t stand to see her be cremated. (Murakami Haruki, Killing Commendatore.)”.
This study analyzes how often these example such as “see NP be + -en” are used in
reality and what semantic constraints are imposed upon them by examining data from
corpora, such as BNC and COCA. This study confirms that “see NP be + -en” is used
more often in American than in British English, and “see NP get + -en”, which has
been considered by previous studies to be grammatically correct, is also mainly used in
American English. I conclude that the use of “see NP be + -en” has increased along

with the use of “see NP get + -en” in American English.
1. 13FU®IC

BREFE I BT 2 MEBE L, (lab) 2R L 912, #iCICEIRAE,
Hend, @55t b, 209 L, FIBAEILLEERDO ST
MWr L, BUESFAIE—RER IRk 4 £ T (of. Allen (1974% 186)). #%:
FENX LM FEFHANT D O T O A EIZE A% H T (cf Langacker (2008:
121)), ZHZFTH, (lo) F—HMIIER SN TV,

(1) a.lsaw the children eat(ing) their lunch. (Palmer 1987 199)
b. I saw the children (being) beaten by their rivals. (ibid.)
c. *1 saw him be rejected. (Bolinger 1974: 69)

[3EiEa — /N AWZE] 45295 (2022), pp. 79-94
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L2 L, M EEBO [BLEIEHKL] OJFEFRIZIE, 1 couldn't stand to see her
be cremated. &\ ) BIDSFERRSILCHB Y, ZHE (2005: 829, 2008: 113) (& Ffi 7 B
£ 5, RIZETIE (1c) @ be -en fii LA EHEA I N \D ), F 72 be -en
WX THDHEV)SEFEICEALT, L0 &) RHIEENL 00 %H
LML TV AZEOMBIZLI T oMY ThHb, T3, H2HTIE, ME
BIEH BT 22 B RBUI O WTEITMEO T2 LT, £L T,
B3 EITIE, AT E D £ 12, BNC & COCA % H W CHIE B # #i3C
B2 EERBOGA AL, H4HTIE, FAEHERIIOVTERL T
<o

2. MEHFAMIICHTZIZHREAICONT

be -en i L& AR A AT (2) X148 TH Y, Burzio (1986
312) R EDEATIIZETIE (3) X H 12, —BMISIEENTH L L ST
& 72 (cf. Bolinger (1974:69), Miller (2002:249), Basilico (2003:9), Dixon (2005™
252))0

(2) a.Isaw her be killed. (Wilder 1992: 215)
b. [ saw the dogs be all called back by their owners. (Guasti 1993: 133)
c. I {saw / heard} the teachers be fired. (Sheehan and Cyrino 2018; 3)
(3) a.?Mary saw the princess be kissed by the frog. (Lapointe 1980: 772)
b. We saw the dog (*be) run over by lorry. (Declerck 1991; 490)
c. *?John saw Bill be examined by a doctor. (Clark and Jager 2000: 19)
d. *Jane saw Peter be kissed. (Gisborne 2010: 209)

see DAFOHITEEF 12OV C, Akmajian (1977) 13 (4a) IZH OB LI,
watch NP be -en & F 72JE B TH 5 & 55473 5 A, Lapointe (1980: 722) T
IZFD 5N TV A, hear DA 1L, Declerck (1991) % Dixon (2005% 252) 1%
be DHIRIIFBITH S &),

(4) a.*We watched the rebels be executed by the army. (Akmajian 1977: 440)
b. I’ve never heard it (*be) said before. (Declerck 1991: 490)
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FD—J)7T, 4eHE (2005 829, 2008: 113) 1%, Palmer (1965: 171) O % 5]
RAL,be ffiF5DITENTH B EWBREEL TV 525, 5 FHICO Palmer (1965:
171) @FEki% Palmer (1974, 1987°) 225 HIBR SN TV 7280, S O5HFIZD
WCIRKFEST 2B H D, DL H I, FIRAREFAMLIZB T be -en fili X
V7 EHRIERE T ISR & A SNAEIANCH B DTEH D Do KA,
be -en i LOEHAEMEIZOVWTEEL, SheMiTwnl, !

3. MBEBHABMIICH I BZ T ERROBTIAE

T3, MEBFEAOFEAEAMLIZBIT S be -en DHBLUZOWT, (3) T
72X 902, ERIFCHEMTH B & ENT & 72, Dixon (2005%252) |2 &g,
be -en i L O FFHEITHHFREFIET 55 ETEEVZOFRIN GV LS
W$ 5, £D—JiT, Bolinger (1974: 69) = Miller (2002: 249) 7% & DSEATHE
FEIC LT (5) WORT L )2, ZHERT get-en IHFRINT D, /2
watch |2 IO EBITHHES RSN,

(5) a.John saw Bill \get / *?be} examined by a doctor.  (Clark and Jager 2000: 19)
b. We watched the rebels |get / *be} executed by the army. (Akmajian 1977: 440)

CAULIRAER 72 be L BIEM 7 get DIEWVTH L EEZ BN D L) I
WEZBHPFR I N VEBIIZOWT, AEBEE (6) OXHICHIIRZS
BECREDOACHERNRE T 720, IREMEDTHR be -en #i3CILIFICER &
AHMEMIZHLEERZ BN D,

(6) Martha saw the policeman { nude / *intelligent / run(ning) into the bar / *own a car /
*nice guys to old ladies / be(ing) heroes / chased by the
Robbers / *be mammals / in the cruiser / with the monster
/ *liked by the robbers. (Carlson 1977: 125)

FHHE (2006:46) b E7z, (7) O X9 BFEIAERRH LI BT 2 KETF O
HBUZDOWT, REEM 2 Bk 3R 280 [ 7 L2ER] L3z
b, HARTEhWvEw),
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(7) a.*We saw John look pretty sick. (Akmajian 1977; 440)
b. *I saw Tom still resemble your father. (Declerck 1981: 89)

HIEF (1993:80) 1%, BIEAEFZH V5B E WS Z &I, #iCEE &gt
ThHEN) LI D LR, FSCEF OIMRLIIZ—EOHIRA D 1), ),
FIG R G T L LTI A SN2 BFIRBRMEIR O L 5 127420 b ohtm L
LCTIRZONLEF LSS, (8a) @ look D X 9|2, UGN &4 HOIE -
E0) L WIREEED R % FOE A ER TS LT 52 01k, FIAMELZ L VI, F
72 (2) & (3) TRZXHIZ, be-enfliCIlC BV TEEDHWTIZEN RS
NHZEMIZOWTIE, gk, 2%, ME2RERLNIZOoWTIEAILLD,
HHLVIETIRIZE Y ED D LD TH D E V), F8EMEE FKS be -en fli X
|22\ T, Bolinger (1974) X (8) DX HIZHERE A ETHAIZIE, be
en L L FRIND LR D DS, ZAUIME & DIRFEN 2 SR ) R Lo
BEE LTIZONLZDTH D,

(8) a.lused to see him be rejected. (Bolinger 1974: 69)
b. Again and again I saw him be rejected. (ibid.)

F - mEEER S IC BT, (6) TH7ZzX 912, Martha saw the policeman
be mammals. DR AAR L ~OVIRFEIZERE S L2\ 28, be 2SIEIRIEME 2 KL C
WABEIZIE, BERAEFRMLICBIT S be -en DHBIIEREIN) b, D
EANZOWT, [ (1999:20) (3RB D &9 &) BREMERNZ be THILE (9a)
(s CH B Lk, A (1980: 148) b [k, be -en 23IRIRAEM 2 g%
KL TWLEAIIE, (9b) ZEELTH L LGN %,

(9) a. We saw John be polite for the first time. (Arimoto 1989: 119)
b. I don't like to see people be intimidated. (F 45 1980: 147)

X 5|2, Bolinger (1974) AAEF (1993:81) 1%, (10) @ X 9 (ZHIEEF O
TTETHIUE, BERAZFAMLIZIBNTYH, be-en DHBPFR SN &

o

NaY%

(10) I have seen him |get / be) rejected. (Bolinger 1974: 69)
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BAEE TR [T - R & [RE] o= o0 Th 525, A
(1993:78) 12X, EXHETHT [T - FHR] OBROLAEICIE, FX
IR ENDHEBRBOEREZ WM T 20T, HXOTELEboTWEI LR
720, FIEAEMIRIENS L) ZO—FT, HiXOBAIRED)H
TEXOEF ORERIAS [#25R] 2 RTE T THIUL, REEF (be 2 &)
D SCICARITEEL 0 5 LR, EXHVBEEEOLEICIE, —KIZHRILoT
o ZIREEIE S, XML SN MeE £ R o TEICR
bl ETROBERZED L ODPHMGAL I NI M AR DT, ZORE LT Tl
SALDSHFEIC 22 5 &9 (of, H9HF (1993: 79, 81))* DL E DS THIZE % £ &
LY, WMEBFMSCIZBIT S be -en DI, be -en D3EIER 7 b OB
FOFETESHCON TV EEEICEER SN D KRETLIE, HRBE I
BT 5 be-en DfFHIZOWTIHEEZIT) o

4. REBEEHER

AIEIICC, SEATHIZED i % & &AL BIF RS2 81T % be -en DA 5
WZOWTHITL, HRRENLFEME L THEFROBEEOBILE V) KD
b & CTHIEBFMCICBIT S be-en OHBNFRINI 52 LWL 2% -
720 TNSDEATHEDERSE NI EEBROSEHHAZIRZ 5N TV LD
RFET A 72012, BNC & COCA W THAEZITI S HEZITHIICH -
THVLHEER IOV, MiXFEFEON) - ary2ZEL, (1) ok
IS, “OBFE# +) &, i, O kil + OEEH +) 4 o7
RY =, BEGFENETRR LTV EEZ NS () EEH) + b
Fl4) FEHLET D68 — v RINZIZEN B3N — v OGFI R R E L
THEFRELT°

(11) a. {[see] / [hear] / [watch]; (ART / DET) (ADJ) NOUN be _v?n
b. {[see] / [hear] / [watch]} PRON be _v?n
c. {[see] / [hear] / [watch]} (ART / DET) (ADJ) NOUN NOUN be _v?n

INSOMER T HWT, HEBE see O SCNEIZ BT 52 HRBOHF
BRARIAER, A ) AGFETIE, be-en (347 <, being -en DILEITH - 72,
F 2 REATIIE TR SN T 7z get -en DHIBLIZOWT Y 4 F1) A3E(C
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B EMH E N o7z FO—J)T, T A1) HIEETIE, get-en DHFINSL
{, be-en b F/AF) AFEFEL Y L M E N7z,

F 1. BNC & COCA D see DI H T2 ZHEREOA

BNC COCA
[see] NP be -en 4 1.6% 118 4.5%
[see] NP being -en 233 95.9% 1698 64.4%
[see] NP get -en 3 1.2% 647 24.5%
[see] NP getting -en 3 1.2% 174 6.6%
TOTAL 243 100.0% 2637 100.0%

see NP jbe / get} -en D FIE (12) (R $3#Y) TH 5, COCA D be -en fli
{21%, 212 born, made, used, prepared, taken 25> 541, — 5T get -en #i 3 1Z
12 312 hurt, hit, killed, arrested, shot, beaten 2SH > 5 LT 72,

(12) a.Iwant to see the baby be born. (COCA: 2013. SPOK)
b. Did you see him get hit in his face? (COCA: 1999. MOV)
c. I would like to see the scheme be taken on, (BNC: H49. S_meeting)
d. they all thought theyd see us get thrashed. (BNC: J1ID W_email)

watch ICOW TR A X T o728 2 A, FE2IRTHEIESNZ, A
F) APEFEIZBWVTIE, see DA L AFRIC be / getl -en DIBHIITHE R S
mirotze LL, 7 AU AWETIE, |be / get) -en DHBUTIZIFE LEET
R S 7z, 2, watch 28EIfEN 2 b DX HERICE 5720 TH B EEZ D
n5,

#+ 2. BNC & COCA O watch DHXICH T 2 ZEREO A

BNC COCA
[watch] NP be -en 0 0.0% 199 21.0%
[watch] NP being -en 71 97.3% 509 53.7%
[watch] NP get -en 1 1.4% 220 23.2%
[watch] NP getting -en 1 1.4% 19 2.0%
TOTAL 73 100.0% 947 100.0%
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watch NP |be / get} -en O iz (13) (R $# ) TH b, COCA @ watch NP
be -en 2 1%, 1 killed, destroyed, taken, murdered, born 25\ 5 L, — 5 T
watch NP get -en |23 3|2 beaten, slaughtered, blown, killed, hit, knocked 2SF V> &
Tz,

(13) a.1won’t stand by and watch him be executed. (COCA:2019.TV)
b. We’re not gon na sit around and watch them get slaughtered.
(COCA: 2000.TV)
c. we watched surface responsibility get peeled away from a lot of people...
(BNC: K2R. W_newsp_other_arts)

hear 1352 3 IR 3 X 912, {be / get} -en DB A F 1) RAPLFE Tl S,
T AN HEFEIZBWTHITE A CHH S N7 h > 72, hear NP {be / get} -en O
BlE (14) \ZRTH ) TH S, COCA @ be -en ffi LI 1E, T2 called, compared,
taken 2SH WV H 1, get -en fli SCITHEEIII 22 d DX R SN Do 72,

% 3. BNC & COCA O hear DHXICH I 3 ZHERIBOAPH

BNC COCA
[hear] NP be -en 0 0.0% 18 7.8%
[hear] NP being -en 50 98.0% 187 81.0%
[hear] NP get -en 0 0.0% 12 5.2%
[hear] NP getting -en 1 2.0% 14 6.1%
TOTAL 51 100.0% 231 100.0%
(14) a.I’ve heard you be compared to Nico. (COCA:2012. BLOG)

b. I've heard them get called some pretty mean names. (COCA: 2012. BLOG)

INSORERERIL, UTOXIIZTFLEOH5, be-en i & get -en i i
ELELHICRICENRONS LW RGN,
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# 4. BNC & COCA DHIREFEMNICH T 2ZERBEDN A

BNC COCA
be -en 4 1.1% 335 8.8%
being -en 354 96.5% 2394 62.8%
get -en 4 1.1% 879 23.0%
getting -en 5 1.4% 207 5.4%
TOTAL 367 100.0% 3815 100.0%

ZDXHIZ, be-en & get-en (&7 A1) HIEFEIZEL A S5NLHAY, COCA TH
HENTHBIOTEENFR S ITIRT L) 12, BEZRTEFHOBRESFAIH S
Tz,

#F 5. COCA ICH T3 “{see / watch / hear} NP |be / get} + -en” DB E &

{see / watch / hear} NP be + -en {see / watch / hear] NP get + -en
N7 5 775 JEAZ iR W57
1 16 born 1 119 hurt

2 13 destroyed 2 55 hit

3 14 killed 3 35 killed
4 12 taken 4 23 beaten
5 7 murdered 5 19 arrested

F/obe-enfiCICBAL T, (10) TRAZLIIZETHIETIIZTETHVS
NAIBEIZEAERENI D EENT WD, £6I12R-T X912, COCA T
be -en i 3L & get-en fiC & b ITH 1 HIREE L o Sz o720 £0O—H T,
(15) 125N D X 512 (don't) like R hate 7z & DI X v %2 FH4FEOMEE & L
THOWOLN TV A BIREIEEI L HHET 20278 (i Sz, S512by 12
Lo TEWEFR P EFL s N6 & IR SN D o720
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6. |be/ get) -en X EETH - BABERIR - by + BEEDHIE E Z DEIG

BNC COCA
a3/ K) TIH | BIERSL | by | TR JR Bl by
be -en (4/335) 0 3 (75%) 0 34 (10%) 73 (22%) | 27 (8%)
get-en (4/879) 0 0 0 90 (10%) | 270 (31%) | 82 (9%)
(15) a.1don’t want to see any woman be misdiagnosed:-- (COCA: 1990. SPOK)
b. I'd hate to see them be slimmed down into fewer. (COCA:2012. BLOG)
c. I'd like to see writers get paid fairly--- (COCA: 2012. BLOG)
d. I hate to see people get sucked into the idea--- (COCA: 1993. NEWS)

COFEPSH/OENTAERIT (16) ODXIHICFLDLND,

(16) a.be-en ffiClE, BHTTlddH DAY, FoRIZENHS N, (cf. 52 4)
b. JEATIIZE CARE ST\ 7z get-en i ST FIZT X V) AEFEICH 5172,
(cf. ¥ 4)

CHATHIZED R L 7 0, BEE TIROMEHFZH W5 LT\ 5 A
AR VBELNTWDS, BEE2RTHENEOIEIEHETH - 72,
(cf. 52 6)

5. RERBRDEE

AIETIZC, BNC & COCA L NN/ T =520V TF &, HRIZBIT
LHEDE, FLT, MHASNABEEICOWTONE{To 72, AHiTid, FIZ
EREFEOTVL, T, TRICROENLZTGEHOSA (=16a-b) 12D\ T
Felser (1999:83) & F 724 F1) A NWFERFEREH (X, be -en #li SO % i 7‘
LIEMIH A ETH—FT, 7 AN NFEERESEOL ILENRETEZ 5
ZELHNE, WEMEALZTELVWD E W), TIRARE, FRIZBWTbe
-en f SO IZEDN RSN DDA D) Hy R TlE, get -en fli L D5E
ENS, be -en i L OERW GV HE A KITL TV L IREICOWTHER L T
W, 9, get BT DOWTC, Sussex (1982:90) 12X AULT A1) IR
SCRERINDL LS, F72, B8 (2011:22) 12 X4uE, 20 HdicizFE e L
TREBEDOIIFEREBICBWTREICHW SN, Schwarz (2017) B L8 (2019)
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i, 20 AR B EEEFEICBWTORIMIZEMT 2w, 72
7 EFEDO MBI F M SCD FAES, get-en WiSXATH VSN, ZFOREDHET T S
& FNEEG, ENECIEHE L A e ST be -en 0D F AT
LEMELTEAIIHWONE X)o7 26N 5h, 2DX ) RFE,
5, T A HHEFETIE, see NP fbe / getl -en b F /24 F1) AHEL Y L H
WHENTWE EZEZBNL, ZHIZHEL T, COHA 2 Wiz iTo 72
EZAh, RTIRT LI, HEVAERGERIESN Do 72705, 20
DD get + -en Wi XBEH L e 5T b,

R 7. COHA (ZH1F 3 “{see / watch / hear} NP {be / get} + -en” DA

ALL |1830 1850 {1860 | 1870 1880 1890 |1900 {1910 1920|1930 {1940 |1950 {1960 | 1970 | 1980 {1990 2000 |2010
be 54| 1121 4|1 3151 21312 (4|8]|11]5
get 160 1 1328|7176 13|14 |27 29|32

X512, COCA TR ENTT—% % 10 WIS E L7245, F8ITRT
£ 912, 2010 SEX A5, be -en fiSC & get -en Hi L OFRIATEFUIEM L T 7z,

8. COCA IZ#1}3 “{see / watch / hear} NP {be / get} + -en” DA%

1990s 2000s 2010s TOTAL
be -en 62 52 221 335
get -en 187 196 496 879

FINSOB%E T VNI T e iTo728 2 A, FIIWRT LI, be
-en fifi 31X SPOKEN |24 K B 65N A — T, get-en fliCid, F£10D X ) (2
ACADEMIC # BT, Y v YIRS Z & id e il Ens,



HEBFRM MBS 2 ZHEHOERTHIZOWT 89

7 9. COCA (ZH1T3 “{see / watch / hear} NP be + -en” DY + IVRIH T

1990s 2000s 2010s TOTAL
SPOKEN 24 13 38 75
NEWSPAPER 12 5 10 27
TV 12 8 12 32
MOVIE 7 7 11 25
FICTION 5 9 6 20
MAGAZINE 1 9 14 24
ACADEMIC 1 1 3 5
BLOG 0 0 67 67
WEB 0 0 60 60

% 10. COCA IZ$1T5 “{see / watch / hear} NP get + -en” DY v > LRI D H

1990s 2000s 2010s TOTAL
SPOKEN 25 26 37 88
NEWSPAPER 26 32 30 88
TV 49 53 64 166
MOVIE 43 42 65 150
FICTION 26 25 29 80
MAGAZINE 15 15 35 65
ACADEMIC 3 3 2 8
BLOG 0 0 139 139
WEB 0 0 95 95

NS DORERE RN S, see NP be -en (ZTCHRITFETHO SN TWz L D5,
see NP get -en D LR IZEN A ICHESHEL L THVWSLRAL X )R,
BIML7Z2TREAEZE L 5N b, 72, (16c) OFAEFERIZOWT, JEH be %
BRI LYZONRENAEL D EE2EBINIZHRRD DI L, get TEIEL,
FRERFOMOBREIZ L > TRFlGE (& ZICIERIR) bl baRT LS
T % (cf. Huddleston and Pullum (2002: 1442))", COCA O %1 &3 #HiSC 12
BWTh, 1990 1875 2000 FAGI2 AT T, EIEEBL L LT 2 be -en i
BB TH o727, FBIIIRT L HIZ, get-en fHCoBihn & 12 2010 4E£12
HhHEDPRDBINL TV ENbrb, INEDRAERKELS, be -en i X
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I3 get -en FSCOIIMIZ RV, FABLT KB E L TREAICHWOND LH 1% -5

2EERLND,

% 11. COCA IZ#13% [see / watch / hear} NP {be / get} +-en & HAET 3 RIERED A%

1990s 2000s 2010s TOTAL
JEIEFI + be -en #li T 10 7 56 73
BB FI + get -en fili 3T 58 72 140 270

6. £&H

CNE TORATIIZE T, HIEBIFIH BT 5 be -en #iSCIIIEENTH
5—5T, FNEAEFTIIC L7 being -en #i LR BIES & % 323 get -en fli 1%
LEMTHLEENTEZ, 2D LIZDWT, BNC % COCA % H\W T4
L7oHER, A F) AEEICBWTIE, be-enfliCIIFAE BB ENT, 7 AU A
WEETIHELTIED 5 Tﬁﬁiéi’tto F 72 BATIIE CHEE ST 5 get -en
MWL THAFY AEETIZIIEAERBEINT, 72 HEEIZLHIR
HaEnze STOXHIZT A ﬁﬁ?ﬁ IBWTC, TNECTBAICIEENTH
HEENTWzbe-en i UDABERINOOH LK E LT, get-en Hli LD
MEZHNAL, TOkK get ZBLILT AV W HEFEOLFENIRATH Y, FLE R

WONTEEIFEIIBVWTOMVZLAZRILE LTHY LN TWEY, HEH)
BRI BT, get-en WiXHHEN T AH L, TNFTIHELEMER R SINT
&7z be -en Wi EE RITL, RAIZT A1) HIEFET be -en L H VS
LENIIhotbEZ NS,

NOTES

(1) be -en %ﬁ}'{ I% To see her Coronation be performed. (Shakespeare, 2 Henry [V.
1.147) O X ) ICHEFEEMICEE SN, Bt EOEEL I T LR
ZHN5%H, EEBOZHWTIHAEL/-EZ A, F1DLEHIZ, being-en L 1 &
be -en DMELTH - 72,
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¥ i. EEBO (CH11 5 see NP {be / being} -en D497

15¢ l6c 17¢ TOTAL
see NP be -en 3 32 161 196
see NP being -en 0 9 32 41

Bk 32 & S ICBUCIEE T BT be -en A TASTE LM & W SN b R
&, FERAEHADE OO T AT b & be DIREMICH L EEZ OND,
-, %D,%@Jﬂ%%}t BT 2 dEE)E O @I IR AT & 4T o 72ATRE (2021) |

W, FIERIEEEICB VT, BEFAO T AN POEIIERTH o728V,
FD70, ﬁﬁ%au IBWTIIBIIEE L 87 D), see NP be -en D X 9 %2 5KH]
BEBENTWZEEZ LN,

(2) AH-BE (1996:133) 12X 1UE be # W ZF AV SN A EEHIC L -
TEE% RTEMESZE L BIEOE R L L COIREZR 3 IRAEZ8) & CHEBRMES
BB EVS . E5IHH - BH (1996 134) 14 be 5 & TIEXBIEE) & HRfE
ZEE THEBRIZZ DI LT, get 2 TREMEZEITORAH VSN, be %
B XD RBERIEIIEE SN L v,

(3) FEEDZ A, #@WEOEEEFKT would 12D Ao, —MAIIRREB)E &
L Zevae ZAUZEIL T, Declerck (1991) X (i) IZRTEHIZ—EDH
MIZBI 5 AN PRFEZFETHEI2E, would IZIRRESF & bR TE
Lo :mi@ﬁ@:ﬁi%%&ﬁ%$7bx OB LOBEL LTRZ SR,
live 2% stay O & 9 ZEMEMN L ERZ W D5 Th b,

(i) a.l{usedto / *would} be a waiter, but now I'm a taxi-driver.
(Alexander 1988: 235)
b. I lused to / *would} have an old Rolls-Royce. (Swan 2005% 623)

(ii) He would live at the Savoy whenever he came back to England.
(Declerck 1991:417)

(4) LAL, Gee (1975) &, (i) oflZZF, (10) »° [£T ] OFH
DB ATREME 2 G5 LT\ A, Gee (1975:377) 12X 4UE, [ B 5E @iﬁﬁf
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EBIZ (HORIT) MR L-HRE] 2 RTHEI2E, 1saw a car be wrecked
by the police. D L 9 ZBNIEZE I N E W), ZLT, (a) & [5B7T kiR
LM TE 5854612013, #BEEOsaw EIZIZFALETHY, [HIFFEDY
HCTEBEIC (HORT) MR LZHRF] 2T -OFRINL WD, (ib)
DEHITHLEFRLBEBIZICLC, BT TR TR L MRTE 55
A TEZZGE TR RINIRE] 2RT7-0, BRI LV,

(1) a.I’veseen a car (#be) wrecked by the police. (Gee 1975:377)

b. I’ve seen cars be wrecked by the police. (ibid.)

(5) ARG & 7 B 51 ByF 1% see, watch & hear [ZFR 5, HIEE)F taste &
smell [2DWTIE, AMORIECTHRE & REIIHE - R - file & ki 5 &
BEOHENS > TEY, NAOFEFRHREIZOVWTOHMELY 726 LEw
728, taste & smell (ZJEIEANE S & fli SCIZHUIL W & ST B (of. Pizer (1994;
340), Egan (2007:146)), & 512, feel [ZB LT, LI (1991%334) 12 L 1ud,
SRt - EFAEORFINHEIZR ST, EESFULIICHwENLEENS
ZEMms, NG OBE AR RGO RO AL 72,

(6) Z 7z (re)married, (un)dressed, rid D= H % F X WVl EIE R L C
2T o720

(7) #11 (2007: 75-6) 12 L 4UUE, be I TBWN = 27 > AIE LS,
get T ETIIFELZOTBN 2T IED 2 FE L, L L TEEKOHES
MU\ E v,
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MEHREFR1 11:05-11:25
M BRI ST 2 2 B RBOBRTHIZOWT

RS (HARKSF KRR

K2 11:30-11:50
FRIEEEI O & 2 AFMRAE ORESCBIfR - ICAMET |2 X A 404
R NN )

RRER3I 11:55-12:15
SRR R MARATZ Ny 7 BTIVAHULY —VORSEE T 7 2 NI ~DISH
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& BRI (W RERER)
MR 1 11:05-11:25
HANKF A EFL 528 % 0 make + ZEl O a0y — 3 a YIHIZOWT
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MEHFER2  11:30-11:50
Verification of the Effectiveness of 20 Months of Speaking Lessons for High School Learners:
An Analysis of Fluency on the APTIS Speaking Test
Maxim TIKHONENKO (Tokyo University of Foreign Studies)
Keiko MOCHIZUKI (Tokyo University of Foreign Studies)
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Learner Corpus-Based Study of L1 Effects on L2 English Auxiliary Verb Use: The Case of “Will”
Laurence NEWBERY-PAYTON (Tokyo University of Foreign Studies)

(Session 3 EEZEERRE (3EFE3I))
A& EAKRISE (TR RE)
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[1961-2021 A AZE/ N0 — /82 | Ok
HI¥E~ A ¥ FAT — T3t L Wil Retk ANME—RB (flF K57

MRERER2 11:30-11:50

H3t - HNT L VI — A+ v T4 Ry — )b

[(FR) 23 L) vz ] (Verl.0) OBHFSICIT T
=8 IME (T 2EBER)
FRUEN B (Lago S EBRIZET)

MEHFER3  11:55-12:15

BTN AWED DD HE Y 7 F1F Y — )L “Classroom Corpus Tagger” ? B 5
KIGHAT (Y~ FFEWEELE)
Ao fERE (b Escs Ree)
e) FEhE OF B ERIRS:)
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A& ME BE GRS
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LDA Topic Modelling of Tennyson’s Poetry
Iku FUJITA (Osaka University Graduate School)

HRFEER2 15:15-15:35
Fxrroaasr—3iar spaCy & Fv 7z L5 o a
WH & CukE)



98 WeFh I — N AP AT RS G H

MrHEE3I 15:40-16:00
FEAOFERIE Py 7 S HERTE S A - FEFEOB)E run %12

Al ERE CERHTIIRSE) - #8 BT (80K)

(Session 8 X%k - #EE (BEE=E2))

Ao RE mE (BERR
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Distribution of Repeated Appearance of Grammar Items in Junior High School Textbooks

through Nonlinear Regression
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CRAEIMEIRERSF)
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Yasuo AMMA (Dokkyo University)

Introducing AntConc 4.00: A Fast, Powerful, and Easy-to-Use Corpus Analysis Tool for Small

and Large-Scale Corpus Analysis and Data-Driven Learning

Laurence ANTHONY (Waseda University)
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HEFAEED  16:10-17:10
Statistics and Data Visualization in Corpus Linguistics with #LancsBox
Vaclav BREZINA (Lancaster University, UK)
A% - fREREE FEEGT GOERY)
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[RRAIFERARITZE I BT B T — /S A L FEBR O & IR
WA e (FE S ERRFERT)
"l - REEHWE AT HZE GKTRERY)

SEEFOBNIIZEICBWTIE, I— N2 L EBROMEBHVONLAS, Fh2
NED L) BRFTEREDNH 207259 700 BRH (2011) 1, K] % & HAREG
DERENET L0 T — A L EBROFMEL R L, BIEICET 2 EHRER LM
9 2 DI T —/SAPANT WSS, SRR AL T 201213 a—32 80 b
M EBEI AR TH D & LTWb,

F7z, MK (2021) 1E, BEIFELOSHEEHAOWILICBIT 5 32— /3R L RFHFERO
AR L, RAENLREBMEHOFEY D 72012133 — /S ATRAD D 5 7
ZIIEINLILDRED L) BFL TV LOPMEETE R VE W) RADDH 5
ELTWd, —71, BaiERIEOBYHEZOMG 25| W25 0 THMLED, £
OFRERDPEZ T TEEFENOREN L OPIZOV TP LETHL E LTV D,

—H#EIZ, T XRED T, B LS TV WIEREZIRWIZnEn)
EN D Do T— /SR LFEEROF L AR L 72 L O & 0 2 WED D 5,

FEEBE
A W 2021, [BEVEBONIEICBIT S 3 — /32 L EER ] BEAT - 75 BT ()

[FERRRA SRR OB 287-309. U2 LR
PRE #2011 [HFOBERFREROIMML GE L ZO0H M - N4 - i 55 -

=8 AFAE] WER S, AR
HRBEEDN

Statistics and Data Visualization in Corpus Linguistics with #LancsBox
Vaclav BREZINA (Lancaster University, UK)
A& - fREEER S TEERT GERT)
In an ideal world, theory and practice would go together hand in hand. Strong theoretical

and methodological grounding of corpus linguistic research leads to robust results, which can
be meaningfully applied in practice. In reality, however, we can often see a disconnect between
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high theoretical requirements of current research and what corpus linguists can actually do in
their studies using existing tools. For example, we can see a limited range of statistical
measures used in corpus linguistics, which until fairly recently typically relied on the log
likelihood measure and a couple of collocation statistics (t-score and MI score) precisely
because these were easily available in existing tools.

Corpus linguistics as a versatile methodology of language analysis (McEnery & Hardie
2011) thus requires access to appropriate software tools. These need to be able to cope with
increasing demands on the sophistication of the analysis and increasing size of the data. In
recent years, researchers have been critically re-evaluating the existing procedures in the field
and have proposed more rigorous approaches to data analysis (e.g. Kilgarriff 2005, 2012; Gries
2006, 2013; Lijffijt et al. 2014; Brezina & Meyerhoff 2014; Brezina et al. 2015; Gablasova et
al. 2017; Brezina 2018). Reflecting on this debate and combining statistical sophistication and
accessibility is the main challenge that needs to be met by corpus linguists today; the analyses
should encourage a multi-dimensional view of data, easy comparison, and effective
visualization.

In this lecture, I will deal with key questions of corpus methodology and statistics and the
implementation of statistical solutions in the #LancsBox software (Brezina et al. 2015).
#LancsBox is a free multi-platform tool, which can analyse any language. It can be used by
linguists, language teachers, translators, historians, sociologists, educators and anyone
interested in quantitative language analysis. Extensive documentation about #LancsBox is
available, also in Japanese: http://corpora.lancs.ac.uk/lancsbox/docs/pdf/LancsBox_5.1_

manualJPpdf
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[ffZ2 3¢5 Session 1 EFES - FI¥]
[FrZe 3R 1]

MEBFM ST 522 FRHOERTHRIZONT
FRFE—EE (HARRERFBE)

B FE O F R B FN IR SO RIEA E# R B - #2555 % & % 7%, Bolinger (1974)
72 EOFEATIIZEIZ X UL, 1 saw the children be beaten. @ X 9 7257 B FEI T — A
BENZw, LaL, HEFEHO [ELEEZL] OWFUIIE, T couldn't stand to see
her be cremated. & \\»9) BIASHEEE S5, Palmer (1968) XD L 9 Z2flidfiCTh b &
ST AT B A5, Palmer (1974) % (1987) 225 ZOmakidflfrs T, /2, %
< DYEATHEZE TlX, 1 saw the children get beaten. 1ZZE 2 & N5 &9 2%, BNC &
COCA # W T ZATo 72k, T L) BBNLT A1) AEFEIZOAH N ER T
BT EDWS I o720 RBFFETIZ, BNC % COCA # VT, 3ERIZBIT LM
BHEE 7> O FIR BRSBTS 2 2 B ERBOFEITFIZOWTHI LT <,

FEBE LR
Bolinger, D. 1974. “Concept and percept: Two infinitive constructions and their vicissitude.”
World Papers in Phonetics Festschrift for Dr. Onishi’s Kiju, 65-91. The Phonetic
Society of Japan.
Palmer, F, R. 1968. Linguistic Study on the English Verb. London: Longman.
Palmer, F, R. 1987. The English Verb, 2nd Edition. London: Longman.
(fAZRFE=R2]
HEEEI OIS & 2 AR E ORESCRIFR | ICAMET |2 X % 70 #7
R B (BERSRERERE)

PR LI BT B EAED—2I2, WL D %o B 6 BRI~ DL,
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LRI ZF OW AR SN S (Los, 2005) . ik & RO RIRIZ DT, Rohdenburg
(1995) 12 X X, FEEILH D 1T 9 2 coercive force 23RV 2 & AR EN T W 5,
Coercive force D if & (X, command % (X U & T 55 EIE OG5 SR ENT,
—HT, A—OBFADPER LML D00 A O5N5, RKWETIE, #WHSXOZH
I Z LR TH L WENICESEHCC, RAHFAOHENLIELDO—D>TH
%, BRIZETTI BT 5 2 ARAFI O (thou 7 ye KiAr) L AHEEO that 5,
ANEFH ORECRFRIZ D\ T, Innsbruck Computer Archive of Machine-Readable English
Texts (ICAMET) #HUGIZIUEE L 727 — 7 2R L, GO REM:Z 7”3,
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(AZEFEzR 3]
EREARIR R MAAATIZ N Ey 7 BT VALY — VOBISEL 77 A MR~ DIEH
BH E CRBRORFEREREE)

BMFEBTNITY)ALD—DThHE My ZETNVERCT 7 A NGBV
T, & MYy 7 ORFBCRRME, RERCH R MBUEN 2 SRk A 7 B3 & WORE I T AL
L, ETNVOLKGEEZITRT 522 LMD TEETH L. RIFETIE, EROGHT
FICHwLRTW [ETED My 7 MHMHE] [ £ HiED weight] 12A12 T
coherence X exclusivity, effective number of words 7 &k 4 R RIE 2 fHAAATZE D 2
TIA4 = ary— Vel WHIRERNI Ny 72T LT 50, Fh
SRED X I EMIITICH G T A0 METT 5.

FHEBE R

Jockers, M. and Mimno, D.: Significant themes in 19th-century literature. Poetics 41: 750-769
(2013)

HJH% W] : FLOB I — /S 2 OREMARE : FESGRIY b ¥y 7 &7V X % SRk O
A DoeatBampigenT JLmprge ) K — 1 386: 1-17 (2017)
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[FFZ2 %5 Session 2 EEHE]
(73R 1]

HARN KA EFL 228 3% @ make + a0 307 — 3 g YfEIZOWT
O B (PEEEFK - ¥R GF)

KWFZeD BiglE, FBEOR—FEY Z7IZOWTOEHDL Y v 1 2 HEH /- FRYE
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FIZEDEH)IZENT 2DRET L LD D,

BFEOEBER2ZITTWAEEZ NI IO — 3 a VRO 2 FHER T
BL 7GR, HIENCIRENR S NT, &@FMEOFEHED [BER) 2 [&EE] 2
&, make £ ) MR LF LIRS 2[0S HE Moy /-0y —2 3
CERMBHLTWAZEDBHLEN o7,

INSDOFEE S, FRE~O IO — Y 3 VIGEAORIE R EET D,

EEBE LW

IVETEZ - RAREE - JemRIE. (2013). [BEVERGENA ) ANV Ty A T =32 T
Yz b—ZOME L BHEMENOIHICET 2 RE—] [BEVEKFIERE
FERREEE] 9, 117-139.
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doi.org/10.1093 /applin/22.2.173.

Anthony, L. (2017). AntPConc (Version 1.2.1) [Computer Software]. Tokyo, Japan: Waseda
University. Available from https://www.laurenceanthony.net/software.html
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Verification of the Effectiveness of 20 Months of Speaking Lessons for High School Learners:
An Analysis of Fluency on the Aptis Speaking Test

Maxim TIKHONENKO (Tokyo University of Foreign Studies)
Keiko MOCHIZUKI (Tokyo University of Foreign Studies)

We present a 20-month longitudinal study on the development of speaking ability among
Japanese high school learners of English who participated in online speaking lessons. Students

were divided into an experimental group of 32 students who took 20 monthly lessons and a
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control group of 22 students who took 3 lessons.

Both groups then took the Aptis speaking test three months after the last speaking lesson,
the fall semester of the third year. Speaking data recorded from the test was transcribed using
ELAN, and the durations of pauses and speaking time were measured. The transcribed data
was then divided into AS-Units and analyzed from the perspectives of fluency and complexity.

For fluency, speech rate, ratio of pause time to speaking time, number of pauses per
minute, ratios of self-corrections, repetitions, and fillers to AS-Unit were measured. The
analysis showed that speech rate and the ratio of pause time to speaking time ratio showed the
greatest difference. For complexity, the ratio of subordinate clauses to AS-Units and the mean
number of words were measured. These measures differed less than the fluency measures
between the two groups.

The analysis showed that the experimental group was significantly more fluent than the

control group.
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A Learner Corpus-Based Study of L1 Effects on L2 English Auxiliary Verb Use:
The Case of “Will”

Laurence NEWBERY-PAYTON (Tokyo University of Foreign Studies)

This study analyzes use of the modal verb “will” by L1 Chinese and Japanese learners of
English. Data is drawn from the Written Essays module of the International Corpus Network
of Asian Learners of English (ICNALE). Both frequency and type of use are predicted to be
influenced by the presence (in Chinese) or absence (in Japanese) of functional equivalents to
“will” in L1. Analysis reveals overuse of “will” by L1 Chinese learners across proficiency
levels. This high frequency of use can partially be attributed to Chinese learners’ consistent use
of “will” to express non-future (e.g. habitual or generic) meanings. Such uses are analogous to
functions of the modal auxiliary “hui” in Chinese, suggesting potential L1 influence. In
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contrast, Japanese learners not only use “will” less frequently, but also consistently omit it in
obligatory contexts. The two groups of learners also differ in their use of “will” in conditional
sentences. With rising proficiency, “will” becomes increasingly restricted to conditional
sentences in essays by Japanese learners, whereas the opposite trend is observed among
Chinese learners. Finally, the study considers task-related effects, notably that the convergence

on native speaker-like frequency of use is apparent in only one of the two essay topics.
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N-grams at the Beginning of the Moves in the Results Section of
Experimental Medical Research Articles

Tatsuya ISHII (Kobe City College of Technology)
Takeshi KAWAMOTO (Hiroshima University)

Using a corpus based on move analysis of experimental medical research articles (in total
approximately 1.5 million words), Ishii & Kawamoto (2020) focused on the behavior of
adverbs and successfully identified 26 lexical phrases for the three moves in the Results
section: (RM1) Introducing experiments, (RM2) Announcing results, and (RM3) Commenting
results. However, although there are cycles of the three moves, it was still unclear as to how the
moves start and are connected. In this study, to identify the n-grams at the beginning of the
three moves, we extracted and examined the first sentences of the three moves. After the first
sentences of the three moves were extracted by CasualConc (2021) with the use of a wildcard,
they were copied and pasted into Excel to divide them into independent words. The frequencies
of the n-grams were counted with the help of CasualConc (2021). In conclusion, the
observation of the n-grams led to the description of highly frequent phrases for starting and
connecting moves; for example, the phrase to determine in (RM1), the phrase we observed in
(RM2), and the phrase taken together these results in (RM3). This study will provide new

insights for investigating a corpus based on move analysis.
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LDA Topic Modelling of Tennyson’s Poetry
Iku FUJITA (Osaka University Graduate School)

Topic modelling is considered a promising approach in text mining (Meeks and Weingart,
2012), and a number of studies have examined prose texts using topic modelling (Tabata, 2017;
Kiyama, 2018; Huang, 2020). However, the application of topic modelling to poetry is still
developing; this study thus will make a step further towards an in-depth investigation using
LDA (Blei et al., 2003) on Alfred Tennyson’s poetry works.

The data of this study is a Victorian poet Alfred Tennyson’s 66 epic and lyrical poems
over 1,000 words in length. In this study, some explicit features to characterize works, such as
character names and honorific titles, are excluded from the analysis as stopwords.

Emerging results LDA have shown the latent topics hidden behind prominent elements of
poems in the corpus, and the topics appeared in some works in common; of further interest is
the latent connections between some works. In addition, this study discusses the possibility of
detecting rhyming elements when LDA is run on poetry data as well as the issue of PoS
tagging on verse texts, suggested by the results of LDA in hindsight, and conceivable future
approaches for addressing the issue.
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Distribution of Repeated Appearance of Grammar Items in Junior High School Textbooks

through Nonlinear Regression
Kazuo AMMA (Dokkyo University)

Opportunities for repeated learning is of vital significance especially in second language
acquisition. However, in the Japanese junior high school (JHS) context the beginner-level
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grammar items are linearly arranged in the curriculum and occasional reviewing of past items
seems to be neglected. This study is aimed at characterising the reappearance patterns of
grammar items and differentiating them qualitatively, thereby suggesting the teacher’s approach
to individual items.

38 popular grammar items were selected for analysis in six MEXT-inspected JHS
textbooks across three year grades (all published in 2016). The frequency was counted for each
appearance printed in the student textbook as well as exercise answers and audio scripts in the
teacher’'s manual; ie., for all exposures either visually or orally presented including repeated
exercises.

A cumulative frequency data was collected to which a cubic regression was applied,
resulting in high rates of squared residuals for high-frequency items (R2=0.95~0.99). The
coefficients of the regression formulae were then used for factor analysis. The distribution of
items revealed a new dimension of convex curve patterns and concave curve patterns,
indicating how soon or late the items appear and reappear. It also showed textbook-specific

patterns as well as universal ones.
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Introducing AntConc 4.00: A Fast, Powerful, and Easy-to-Use Corpus Analysis Tool

for Small and Large-Scale Corpus Analysis and Data-Driven Learning
Laurence ANTHONY (Waseda University)

AntConc is a corpus analysis tool that has been repeatedly cited to be the most widely
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used desktop corpus tool in the world (e.g., Tribble, 2012). It has been downloaded over 2.5
million times by users in over 140 countries and its tutorial videos have been viewed over
500,000 times. While AntConc is a relatively powerful and easy-to-use tool, two of its most
commonly cited weaknesses are its speed and handling of medium to large corpora of 10
million words or more. To address these issues, AntConc 4.00 has been completely rewritten
on top of a modern database indexing system that scales to corpora of 100 million words and
more and allows for results from large corpora to be returned in fractions of a second. Also, the
interface has been redesigned to allow for pagination or thinning of large sets of results that are
commonly generated with large corpora. In addition, AntConc 4.00 introduces a completely
original Key-Word-In-Context (KWIC) concordance view that dramatically simplifies the use
and interpretation of this tool. It is anticipated that this new view will become a standard in the
field and greatly improve the utility of KWIC concordancing as part of Data-Driven Learning
(DDL) approaches.
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